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Abstract. In this paper, we introduce a regularization process of finding a common element

of a system of operator equations for inverse-strongly monotone operators in real Banach

spaces, and then give a convergence theorem. The convergence rates of regularized solutions

are estimated by using a regularization parameter-choice that is based upon the generalized

discrepancy principle. Further, we consider an iterative regularization method of zero order

for solving system of inverse-strongly monotone operator equations in real Hilbert spaces.

1. Introduction

Let X be a real reflexive Banach space having property E-S (i.e. weak and
norm convergences of any sequence in X imply its strong convergences). Let
X and its dual space be strictly convex. For the sake of simplicity, the norms
of X and X∗ are denoted by the same symbol ‖.‖. We write 〈x∗, x〉 instead of
x∗(x) for x∗ ∈ X∗ and x ∈ X.

Let Aj : X → X∗ be a family of hemicontinuous monotone operators defined
on X, fj ∈ X∗, j = 1, ..., N . Set Sj = {x̄ ∈ X : Aj(x̄) = fj}. It is easy to see
that Sj is closed convex subset in X (see [10]). Assume that S = ∩Nj=1Sj 6= ∅.
We consider the following problem

finding an element x0 ∈ S. (1.1)
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Without additional conditions on Aj such as the strongly or uniformly
monotone property, each equation Aj(x) = fj is an ill-posed problem. By
this, we mean that the solution set Sj does not depend continuously on the
data (Aj , fj). Therefore, to find a solution of this equation, we have to use
stable methods. One of these methods is the Tikhonov regularization in the
form (see [1])

Ahj (x) + αU s(x− x∗) = f δj , (1.2)

where α > 0 is a regularization parameter, U s is the generalized duality map-
ping of X, Ahj is a monotone bounded hemicontinuous operator on X, (Ahj , f

δ
j )

are approximation of (Aj , fj) in the sense that

‖Ahj (x)−Aj(x)‖ ≤ hg(‖x‖), ‖f δj − fj‖ ≤ δ (1.3)

with levels (h, δ) → 0, g(t) is a non-negative bounded function for t ≥ 0 and
x∗ is in X which plays the role of a criterion of selection.

Let τ = (h, δ). For each j, equation (1.2) has a unique solution xα,τj and if

h/α, δ/α, α→ 0 then xα,τj → xj ∈ Sj with x∗-minimal norm (see [1]), i.e.

‖xj − x∗‖ = min
x∈Sj

‖x− x∗‖, j = 1, ..., N.

In this paper, we consider the more general problem, that is to find a com-
mon element xτα of the solution sets of equations involving inverse-strongly
monotone operators such that xτα → x0 ∈ S as h, δ, α → 0 and estimate the
value of ‖xτα − x0‖ based on regularization parameter choice by the general-
ized discrepancy principle. Moreover, we propose an iterative regularization
method of zero order that is a parallel algorithm. This algorithm generates
a sequence {zn} from an arbitrary initial z0 ∈ H, where H is a real Hilbert
space. The sequence {zn} is shown to converge to x0 ∈ S.

We now recall some definitions (see [5, 13]).

Definition 1.1. An operator A : D(A) ≡ X → X∗ is called inverse-strongly
monotone if

〈A(x)−A(y), x− y〉 ≥ mA‖A(x)−A(y)‖2, ∀x, y ∈ X, mA > 0, (1.4)

where mA is a positive constant.

Definition 1.2. An operator U s : X → X∗ is called the generalized duality
mapping of X if

U s(x) = {x∗ ∈ X∗ : 〈x∗, x〉 = ‖x∗‖s−1‖x‖ = ‖x‖s}, s ≥ 2.

Assume that the generalized duality mapping U s satisfies the following con-
dition

〈U s(x)− U s(y), x− y〉 ≥ mU‖x− y‖s, ∀x, y ∈ X, (1.5)
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where mU is a positive constant. It is well-known that when X is a Hilbert
space then U s = I, s = 2 and ms = 1, where I denotes the identity operator
in the setting space (see [2]).

2. Main result

For approximations to a solution of (1.1), we introduce the following regu-
larized problem of finding an xτα ∈ X such that (see Nguyen Buong [9])

N∑
j=1

αλj (Ahj (xτα)− f δj ) + αU s(xτα − x∗) = θ,

λ1 = 0 < λj < λj+1 < 1, j = 2, ..., N − 1.

(2.1)

We have the following result.

Lemma 2.1. Let X be an E-S space with strictly convex dual space X∗,
Ahj : X → X∗ be a monotone bounded hemicontinuous operator for all h > 0,

U s : X → X∗ be a generalized duality mapping and f δj ∈ X∗ for all δ > 0.

Then Problem (2.1) has an unique solution xτα for all α > 0.

Proof. Since Ahj is a monotone bounded hemicontinuous operator so it is a

maximal monotone (see [5]). This implies that
∑N

j=1 α
λjAhj + αU s is also

maximal monotone and coercitive (see [5, 6]). Then Theorem 1.7.4 in [3]
guaranties the solvability of equation (2.1) in the sense of inclusion. Let xτα
be a solution of (2.1). It is unique because the operator

∑N
j=1 α

λjAhj +αU s is
strictly monotone. �

The solution xτα satisfying (2.1) will be view as the regularized solution of
problem (1.1).

Theorem 2.1. Let X and X∗ be strictly convex spaces, Aj be a inverse-

strongly monotone, Ahj be a monotone bounded hemicontinuous operator, and

U s : X → X∗ a generalized duality mapping. Assume that (1.3) and (1.5)
hold. If

h+ δ

α
→ 0 as α→ 0, (2.2)

then the sequence {xτα} of solutions of the equation (2.1) converges strongly in
X to x0 ∈ S with x∗-minimal norm.
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Proof. For x ∈ S, it follows from (1.1) and (2.1) that

N∑
j=1

αλj 〈Ahj (xτα)− f δj −Aj(x) + fj , x
τ
α − x〉

+ α〈U s(xτα − x∗)− U s(x− x∗), xτα − x〉
=α〈U s(x− x∗), x− xτα〉.

Using (1.5) we obtain

αmU‖xτα − x‖s ≤
N∑
j=1

αλj 〈Ahj (xτα)−Ahj (x) +Ahj (x)−Aj(x) + fj − f δj , x− xτα〉

+ α〈U s(x− x∗), x− xτα〉.

It follows from (1.3) and the monotonicity of Ahj that

mU‖xτα − x‖s ≤
1

α
N(hg(‖x‖) + δ)‖x− xτα‖+ 〈U s(x− x∗), x− xτα〉. (2.3)

Now from (2.2) and (2.3) we conclude that the sequence {xτα} is bounded. So
there exists a subsequence {xνβ}, where β ⊆ α and ν = (h′, δ′) ⊆ τ , which
weakly converges to some element x̂ ∈ X. We also have

h′ + δ′

β
→ 0 as α→ 0.

First, we prove that x̂ ∈ S1. Indeed, for an arbitrary x ∈ X, by virtue of the
monotonicity of Ahj and the property of U s and (2.1) we have

〈Ah′1 (x)− f δ′1 , x− xνβ〉 ≥ 〈Ah
′

1 (xνβ)− f δ′1 , x− xνβ〉

=
N∑
j=2

βλj 〈Ah′j (xνβ)− f δ′j , xνβ − x〉

+ β〈U s(xνβ − x∗), xνβ − x〉

≥
N∑
j=2

βλj 〈Ah′j (x)− f δ′j , xνβ − x〉+ β〈U s(x− x∗), xνβ − x〉.

Letting α → 0, and so β → 0 and ν → 0, we obtain from the last inequality
and (1.3) the limit inequality

〈A1(x)− f1, x− x̂〉 ≥ 0, ∀x ∈ X.

Consequently, by Minty’s lemma x̂ ∈ S1 (see [14]). Now, we shall prove that
x̂ ∈ Sj , j = 2..., N . Indeed, by (2.1) and making use of the monotonicity of
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Ah
′
j , it follows that

〈Ah′2 (xνβ)− f δ′2 , xνβ − x〉+
N∑
j=3

βλj−λ2〈Ah′j (xνβ)− f δ′j , xνβ − x〉

+ β1−λ2〈U s(xνβ − x∗), xνβ − x〉

=
1

βλ2
〈Ah′1 (xνβ)−Ah′1 (x) +Ah

′
1 (x)−A1(x) + f1 − f δ

′
1 , x− xνβ〉

≤ β1−λ2

β
(h′g(‖x‖) + δ′)‖x− xνβ‖, ∀x ∈ S1.

After letting α→ 0 we obtain

〈A2(x̂)− f2, x̂− x〉 ≤ 0, ∀x ∈ S1. (2.4)

Let x̃ be an element in S1 ∩ S2. It follows from (2.4) that

0 = 〈A2(x̃)− f2, x̃− x̂〉 ≥ 〈A2(x̂)− f2, x̃− x̂〉 ≥ 0.

Hence,
〈A2(x̂)− f2, x̃− x̂〉 = 0 = 〈A2(x̃)− f2, x̃− x̂〉.

Consequently 〈A2(x̃) − A2(x̂), x̃ − x̂〉 = 0. Using the inverse-strongly mono-
tonicity of A2 we have

0 = 〈A2(x̃)−A2(x̂), x̃− x̂〉 ≥ mA2‖A2(x̃)−A2(x̂)‖2 ≥ 0.

Therefore,
A2(x̂)− f2 = A2(x̃)− f2 = 0.

So, x̂ ∈ S2.
Set S̃i = ∩ik=1Sk. Then, S̃i is also closed convex, and S̃i 6= ∅. Now, suppose

that x̂ ∈ S̃i, and we need to show that x̂ belongs to Si+1. Again, by virtue of
(2.1) for x ∈ S̃i, we can write

〈Ah′i+1(x
ν
β)− f δ′i+1, x

ν
β − x〉+

N∑
j=i+2

βλj−λi+1〈Ah′j (xνβ)− f δ′j , xνβ − x〉

+ β1−λi+1〈U s(xνβ − x∗), xνβ − x〉

=
i∑

k=1

βλk−λi+1〈Ah′k (xνβ)− f δ′k , x− xνβ〉

≤ 1

β

i∑
k=1

βλk+1−λi+1〈Ah′k (x)−Ak(x) + fk − f δ
′
k , x− xνβ〉

≤ 1

β
N
(
h′g(‖x‖) + δ′

)
‖x− xνβ‖.
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Therefore, by letting α→ 0 we have

〈Ai+1(x̂)− fi+1, x̂− x〉 ≤ 0, ∀x ∈ S̃i.

By an argument analogous to the previous one, we get x̂ ∈ Si+1, which means
that x̂ ∈ S.

On the other hand, it follows from (2.3) that

〈U s(x− x∗), x− x̂〉 ≥ 0, ∀x ∈ S.

Sj is closed convex, so is S. Replacing x by tx̂+ (1− t)x, t ∈ (0, 1) in the last
inequality, dividing by (1− t) and letting t to 1, we obtain

〈U s(x̂− x∗), x− x̂〉 ≥ 0, ∀x ∈ S.

Hence ‖x̂ − x∗‖ ≤ ‖x − x∗‖, ∀x ∈ S. Because of the convexity and the
closedness of S, and the strictly convexity of X we deduce that x̂ = x0. So, all
sequence {xτα} converges weakly to x0. It follows from (2.3) that the sequence
{xτα} converges strongly to x0. This completes the proof. �

Now, we consider the problem of choosing α̃ = α(h, δ) such that

lim
h,δ→0

α(h, δ) = 0 and lim
h,δ→0

h+ δ

α(h, δ)
= 0.

To solve this problem, we use the function for selecting α̃ = α(h, δ) by gen-
eralized discrepancy principle, i.e. the relation α̃ = α(h, δ) is constructed on
the basis of the following equation

ρ(α̃) = (h+ δ)pα̃−q, p, q > 0, (2.5)

with ρ(α̃) = α̃(c+‖xτα̃−x∗‖s−1), where xτα̃ is the solution of (2.1) with α = α̃,
c is some positive constant. Note that the generalized discrepancy principle
was presented in [11] for linear ill-posed problems and then it was developed
for nonlinear ones in [7]. We have the following results.

Lemma 2.2. Let X be an E-S space with a strictly convex dual space X∗,
Ahj : X → X∗ be a monotone bounded hemicontinuous operator and U s : X →
X∗ with condition (1.5) holds. Then the function ρ(α) = α(c + ‖xτα − x∗‖)
is single-valued and continuous for α ≥ α0 > 0, where xτα is the solution of
(2.1).

Proof. Single-valued solvability of the equation (2.1) implies the continuity
property of the function ρ(α). Let α1, α2 ≥ α0 be arbitrary (α0 > 0). It



Regularization for a system of inverse-strongly monotone operator equations 77

follows from (2.1) that

N∑
j=1

α
λj
1 〈A

h
j (xτα1

)− f δj , xτα1
− xτα2

〉+ α1〈U s(xτα1
− x∗), xτα1

− xτα2
〉

+

N∑
j=1

α
λj
2 〈A

h
j (xτα2

)− f δj , xτα2
− xτα1

〉+ α2〈U s(xτα2
− x∗), xτα2

− xτα1
〉

+

N∑
j=1

α
λj
2 〈A

h
j (xτα1

)− f δj , xτα2
− xτα1

〉+

N∑
j=1

α
λj
2 〈A

h
j (xτα1

)− f δj , xτα1
− xτα2

〉 = 0,

where xτα1
and xτα2

are solutions of (2.1) with α = α1 and α = α2. Using the

monotonicity of Ahj we have

α1〈U s(xτα1
− x∗)− U s(xτα2

− x∗), xτα1
− xτα2

〉
≤ (α2 − α1)〈U s(xτα2

− x∗), xτα1
− xτα2

〉

+

N∑
j=1

(α
λj
2 − α

λj
1 )〈Ahj (xτα1

)− f δj , xτα1
− xτα2

〉.

It follows from (1.5) and the last inequality that

mU‖xτα1
− xτα2

‖s−1 ≤ |α2 − α1|
α0

‖xτα2
− x∗‖s−1

+

N∑
j=1

|αλj2 − α
λj
1 |

α0
‖Ahj (xτα1

)− f δj ‖.

Obviously, xτα1
→ xτα2

as α1 → α2. It means that the function ‖xτα − x∗‖ is
continuous on [α0; +∞). Therefore, ρ(α) is also continuous on [α0; +∞). �

Theorem 2.2. Let X and X∗ be strictly convex spaces, Ahj be a monotone
bounded hemicontinuous operator, U s : X → X∗ be a duality mapping. As-
sume that (1.3) and (1.5) hold. Then

(i) There exists at least a solution α̃ of the equation (2.5);
(ii) Let τ → 0. Then

(1) α̃→ 0;

(2) If 0 < p < q then
h+ δ

α̃
→ 0, xτα̃ → x0 ∈ S with x∗-minimal norm and

there exits constants C1, C2 > 0 such that for sufficiently small h, δ > 0 the
relation

C1 ≤ (h+ δ)pα−1−q(h, δ) ≤ C2

holds.
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Proof. (i) For 0 < α < 1, it follows from (2.1) that

N∑
j=1

αλj 〈Ahj (xτα)− f δj , xτα − x∗〉+ α〈U s(xτα − x∗), xτα − x∗〉 = 0.

Hence,

α〈U s(xτα − x∗), xτα − x∗〉

≤
N∑
j=1

αλj 〈Ahj (x∗)− f δj , x∗ − xτα〉

=

N∑
j=1

αλj 〈Ahj (x∗)−Aj(x∗) +Aj(x∗)− fj + fj − f δj , x∗ − xτα〉.

We invoke (1.3), (1.5) and the last inequality to deduce that

α‖xτα − x∗‖s−1 ≤ N
(
hg(‖x∗‖) + ‖Aj(x∗)− fj‖+ δ

)
. (2.6)

It follows from (2.6) and the form of ρ(α) that

αqρ(α) = α1+q(c+ ‖xτα − x∗‖s−1)
= cα1+q + αqα‖xτα − x∗‖s−1

≤ cα1+q + αqN
(
hg(‖x∗‖) + ‖Aj(x∗)− fj‖+ δ

)
.

Therefore, lim
α→+0

αqρ(α) = 0.

On the other hand,

lim
α→+∞

αqρ(α) ≥ c lim
α→+∞

α1+q = +∞.

Since ρ(α) is continuous, there exists at least one α̃ which satisfies (2.5).

ii) It follows from (2.5) and the form of ρ(α̃) that

α̃ ≤ c−1/(1+q)(h+ δ)p/(1+q).

Therefore, α̃→ 0 as τ → 0.
If 0 < p < q, it follows from (2.5) and (2.6) that[

h+ δ

α̃

]p
=
[
(h+ δ)pα̃−q

]
α̃q−p

= [α̃c+ α̃‖xτα̃ − x∗‖s−1]α̃q−p

≤ cα̃1+q−p + α̃q−pN
(
hg(‖x∗‖) + ‖Aj(x∗)− fj‖+ δ

)
.

So

lim
h,δ→0

[
h+ δ

α̃

]p
= 0.
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By Theorem 2.1 the sequence xτα̃ converges to x0 ∈ S with x∗-minimal norm
as h, δ → 0.
Clearly,

(h+ δ)pα̃−1−q = α̃−1ρ(α̃) = (c+ ‖xτα̃ − x∗‖s−1),
therefore there exists a positive constant C2 in the theorem. On the other
hand, because c > 0 there exists a positive constant C1 in the theorem. This
completes the proof. �

To estimate the convergence rates for the sequence {xτα̃}, we assume that
there exists a positive constant τ̃ such that

‖A1(y)−A1(x)−A′1(x)(y − x)‖ ≤ τ̃‖A1(y)−A1(x)‖, ∀x ∈ S, (2.7)

and y belongs to some neighbourhood of S.
Note that, Hanke, Neubauer and Scherzer [12] gave a first convergence anal-

ysis of the Landweber iteration method for a class of nonlinear operators with
(2.7) when τ̃ < 1/2. The use of this assumption to estimate the convergence
rates of the regularized solutions of ill-posed inverse-strongly monotone varia-
tional inequalities in Banach space was considered in [8].

Theorem 2.3. Let X and X∗ be strictly convex spaces, Ahj be a monotone
bounded hemicontinuous operator, U s : X → X∗ be a duality mapping. As-
sume that (1.3) and (1.5) hold and,

(i) A1 is Fréchet continuously differentiable with (2.7) for x = x0;
(ii) there exists z ∈ X such that A′1(x

0)∗z = U s(x0 − x∗);
(iii) the parameter α̃ = α(h, δ) is chosen by (2.5) with 0 < p < q.

Then,

‖xτα̃ − x0‖ = O
(
(h+ δ)µ1

)
, µ1 = min

{
1 + q − p
s(1 + q)

,
λ2p

s(1 + q)

}
.

Proof. Replacing x by x0 in (2.3) we obtain

mU‖xτα̃−x0‖s ≤
1

α̃
N
(
hg(‖x0‖) + δ

)
‖x0−xτα̃‖+ 〈U s(x0−x∗), x0−xτα̃〉. (2.8)

Using conditions (i), (ii) we can write

〈U s(x0 − x∗), x0 − xτα̃〉 = 〈z,A′1(x0)(x0 − xτα̃)〉
≤ ‖z‖(τ̃ + 1)‖A1(x

τ
α̃)−A1(x

0)‖

≤ ‖z‖(τ̃ + 1)
(
hg(‖xτα̃‖) + ‖Ah1(xτα̃)− f δ1‖+ δ

)
≤ ‖z‖(τ̃ + 1)

[ N∑
j=2

α̃λj‖Ahj (xτα̃)− f δj ‖

+ α̃‖xτα̃ − x∗‖s−1 + hg(‖xτα̃‖) + δ

]
.

(2.9)
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Combining with (2.8), the inequality (2.9) becomes

mU‖xτα̃ − x0‖s ≤
1

α̃
N
(
hg(‖x0‖) + δ

)
‖x0 − xτα̃‖

+ ‖z‖(τ̃ + 1)

[ N∑
j=2

α̃λj‖Ahj (xτα̃)− f δj ‖

+ α̃‖xτα̃ − x∗‖s−1 + hg(‖xτα̃‖) + δ

]
.

(2.10)

Now, it follows from Theorem 2.2 that

α̃ ≤ C−1/(1+q)1 (h+ δ)p/(1+q),

and

h+ δ

α̃
≤ C2(h+ δ)1−pα̃q

≤ C2C
−q/(1+q)
1 (h+ δ)1−p/(1+q).

Therefore,

mU‖xτα̃ − x0‖s ≤ C1(h+ δ)1−p/(1+q)‖x0 − xτα̃‖+ C2(h+ δ)λ2p/(1+q),

where Ci, i = 1, 2 are the positive constants. Using the implication

a, b, c ≥ 0, s > t, as ≤ bat + c =⇒ as = O(bs/(s−t) + c),

we obtain

‖xτα̃ − x0‖ = O
(
(h+ δ)µ1

)
.

�

Remark 2.1. If α is chosen a priory such that α ∼ (h + δ)η, 0 < η < 1, it
follows from (2.10) that

‖xτα − x0‖ = O
(
(h+ δ)µ2

)
, µ2 = min

{
1− η
s− 1

,
λ2η

s

}
.

And now, we consider the following iterative regularization method of zero
order, where zn+1 is defined by

zn+1 = zn − βn
[ N∑
j=1

α
λj
n (Aj(zn)− fj) + αn(zn − x∗)

]
, z0 ∈ H, (2.11)

where H is a real Hilbert space, {αn} and {βn} are sequences of positive
numbers.
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We consider the operator equation

N∑
j=1

α
λj
n (Aj(x)− fj) + αn(x− x∗) = θ. (2.12)

Theorem 2.4. Let X and X∗ be strictly convex spaces, Aj : X → X∗ be
a monotone bounded hemicontinuous operator and inverse-strongly monotone.
Assume that (1.3) holds. Then

(i) For each αn > 0, Problem (2.12) has a unique solution xn;
(ii) If 0 < αn ≤ 1, αn → 0 as n→ +∞, then lim

n→+∞
xn = x0 ∈ S with x∗

-minimal norm and

‖xn+1 − xn‖ = O

(
|αn+1 − αn|

αn

)
,

where xn+1 is a solution of (2.12) when αn is replaced by αn+1.

Proof. (i) By an argument analogous to that used in the proof of the equation
(2.1), we deduce that the equation (2.12) has a unique solution denoted by
xn.
(ii) The proof of the first part is anologus to Theorem 2.1.

Let xn+1 be a solution of (2.12) when αn is replaced by αn+1. It follows
from (2.12) that

N∑
j=1

α
λj
n 〈Aj(xn)− fj , xn − xn+1〉+ αn〈xn − x∗, xn − xn+1〉

+
N∑
j=1

α
λj
n+1〈Aj(xn+1)− fj , xn+1 − xn〉+ αn+1〈xn+1 − x∗, xn+1 − xn〉

+

N∑
j=1

α
λj
n+1〈Aj(xn)− fj , xn+1 − xn〉+

N∑
j=1

α
λj
n+1〈Aj(xn)− fj , xn − xn+1〉 = 0.

Because of the monotonicity of Aj and the last inequality, we obtain

N∑
j=1

(α
λj
n − α

λj
n+1)〈Aj(xn)− fj , xn − xn+1〉+ αn〈xn − x∗, xn − xn+1〉

+ αn+1〈xn+1 − x∗, xn+1 − xn〉 ≤ 0.
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Hence,

αn〈xn − xn+1, xn − xn+1〉 ≤ (αn − αn+1)〈xn+1 − x∗, xn+1 − xn〉

+
N∑
j=2

(α
λj
n − α

λj
n+1)〈Aj(xn)− fj , xn+1 − xn〉.

So

‖xn − xn+1‖ ≤
|αn − αn+1|

αn
‖xn+1 − x∗‖+

K

αn

N∑
j=2

|αλjn − α
λj
n+1|, (2.13)

where K is a positive constant such that K = max2≤j≤N ‖Aj(xn)− fj‖.
On the other hand, it follows from (2.12) that

N∑
j=1

α
λj
n+1〈Aj(xn+1)− fj , xn+1 − x〉+ αn+1〈xn+1 − x∗, xn+1 − x〉

=

N∑
j=1

α
λj
n+1〈Aj(xn+1)−Aj(x) + fj − fj , xn+1 − x〉

+ αn+1〈xn+1 − x∗, xn+1 − x〉 = 0, ∀x ∈ S.
Using the monotone property of Aj the last equality have the form

αn+1〈xn+1 − x∗, xn+1 − x〉 =
N∑
j=1

α
λj
n+1〈Aj(xn+1)−Aj(x), x− xn+1〉

≤ 0, ∀x ∈ S.
Therefore,

‖xn+1 − x∗‖ ≤ ‖x− x∗‖, ∀x ∈ S. (2.14)

Combining (2.13), (2.14) and the Lagrange’s mean-value theorem for the dif-
ferentiable function ϕ(ν) = νγ , 0 < γ < 1, ν ∈ [1; +∞) on [αn;αn+1] we
get

‖xn+1 − xn‖ ≤M
|αn+1 − αn|

αn
,

where
M = ‖x0 − x∗‖+K(N − 1).

The proof is complete. �

We need the following result (see [4]).

Lemma 2.3. Let {uk}, {ak}, {bk} be the sequences of positive numbers satis-
fying the following conditions:

(i) uk+1 ≤ (1− ak)uk + bk, 0 ≤ ak ≤ 1,
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(ii)
∞∑
k=1

ak = +∞, lim
k→+∞

bk
ak

= 0.

Then, lim
k→+∞

uk = 0.

Theorem 2.5. Assume that {αn} and {βn} in the problem (2.11) satisfy the
following conditions:

(i) 1 ≥ αn ↘ 0, βn → 0 as n→ +∞ ;

(ii) lim
n→+∞

|αn+1 − αn|
βnα2

n

= 0, lim
n→+∞

βn
αn

= 0;

(iii)
∞∑
n=1

αnβn = +∞.

Then {zn} generated from (2.11) converges in H to x0 ∈ S as n→ +∞.

Proof. First, we have ‖zn− x0‖ ≤ ‖zn− xn‖+ ‖xn− x0‖. The second term in
right-hand side of this estimate tends to zero as n→∞, by Theorem 2.3. So
we only have to proof that zn approximates xn as n→∞.
Let ∆n = ‖zn − xn‖. Obviuously,

∆n+1 = ‖zn+1 − xn+1‖

= ‖zn − xn − βn
[ N∑
j=1

α
λj
n (Aj(zn)− fj) + αn(zn − x∗)

]
− (xn+1 − xn)‖,

≤
∥∥∥∥zn − xn − βn[ N∑

j=1

α
λj
n (Aj(zn)− fj) + αn(zn − x∗)

]∥∥∥∥
+ ‖xn+1 − xn‖,

(2.15)

where ∥∥∥∥zn − xn − βn[ N∑
j=1

α
λj
n (Aj(zn)− fj) + αn(zn − x∗)

]∥∥∥∥2

= ‖zn − xn‖2 + β2n

∥∥∥∥ N∑
j=1

α
λj
n (Aj(zn)− fj) + αn(zn − x∗)

∥∥∥∥2

− 2βn

〈
zn − xn,

N∑
j=1

α
λj
n (Aj(zn)− fj) + αn(zn − x∗)

−
[ N∑
j=1

α
λj
n (Aj(xn)− fj) + αn(xn − x∗)

]〉
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≤ (1− 2βnαn)‖zn − xn‖2

+ β2n

∥∥∥∥ N∑
j=1

α
λj
n (Aj(zn)− fj) + αn(zn − x∗)

∥∥∥∥2. (2.16)

Since Aj is inverse-strongly monotone, Aj is Lipschitz continuous, and∥∥∥∥ N∑
j=1

α
λj
n (Aj(zn)− fj) + αn(zn − x∗)

∥∥∥∥2

=

∥∥∥∥ N∑
j=1

α
λj
n (Aj(zn)− fj) + αn(zn − x∗)−

N∑
j=1

α
λj
n (Aj(xn)− fj)− αn(xn − x∗)

∥∥∥∥2

≤
( N∑
j=1

α
λj
n

1

mAj

‖zn − xn‖
)2

+ α2
n‖zn − xn‖2 + 2αn

N∑
j=1

α
λj
n

1

mAj

‖zn − xn‖2

≤c‖zn − xn‖2,

where c is positive constant. Combining (2.15), (2.16), the last inequality and
the Theorem 2.3 yields that

∆n+1 ≤
(

∆2
n(1− 2βnαn + cβ2n)

)1/2

+M
|αn+1 − αn|

αn
.

By taking the squares of the both sides of the last inequality and then applying
the elementary estimate (see [4])

(a+ b)2 ≤ (1 + αnβn)a2 + (1 +
1

αnβn
)b2

we obtain that

∆2
n+1 ≤ ∆2

n(1− βnαn + cβ2n − 2α2
nβ

2
n + cαnβ

3
n)

+
(
1 +

1

βnαn

)
M2 |αn+1 − αn|2

α2
n

.
(2.17)

The conditions of Lemma 2.3 for the numerical sequence {∆n} are true because
of (2.17) and conditions (i)− (iii) with

an = αnβn − cβ2n + 2α2
nβ

2
n − cαnβ3n

bn =
(
1 +

1

βnαn

)
M2 |αn+1 − αn|2

α2
n

.

The proof is complete. �

Remark 2.2. The sequences βn = (1 + n)−1/2 and αn = (1 + n)−p, 0 < 2p <
1/N satisfy all conditions in Theorem 2.5.
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3. Numerical example

We now apply the obtained results of the previous sections to solve the
convex optimization problem: find an element x0 ∈ H such that

ϕj(x
0) = min

x∈H
ϕj(x) j = 1, ..., N, (3.1)

where ϕj is weakly lower semi-continuous proper convex function on a real
Hilbert space H.

We consider the case, when the function ϕj : L2[0, 1]→ R∪{+∞} is defined

by ϕj(x) = f
(1

2
〈Bjx, x〉

)
, j = 1, 2, where f : R→ R is chosen as follows

f(t) =


0 , t ≤ b0,

(t− b0)2

2ν
, b0 < t ≤ b0 + ν,

t− b0 −
ν

2
, t > b0 + ν,

with ν > 0 is sufficiently small, and Bj : L2[0, 1] → L2[0, 1] are difined by

Bjx(t) =
1∫
0

kj(t, s)x(s)ds,

k1(t, s) =

{
t(1− s) , if t ≤ s,
s(1− t) , if s < t,

and

k2(t, s) =



(1− s)2st2

2
− (1− s)2t3(1 + 2s)

6

+
(t− s)3

6
, if t ≥ s,

s2(1− s)(1− t)2

2
+
s2(1− t)3(2s− 3)

6

+
(s− t)3

6
, if t < s.

Then x0 is a solution to the problem (3.1) if and only if x0 ∈ S with Aj(x) =

f ′
(1

2
〈Bjx, x〉

)
Bj(x).

We apply the iterative regularization method (2.11) as follow

zm+1 = zm − βm
[
Ã1zm + αmÃ2zm + α2

mzm
]
, z0 ∈ RM , (3.2)
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where Ãj(x) = f ′
(1

2
〈B̃j x̃, x̃〉

)
B̃j(x̃) with

B̃j = (`kj(tk, tl))
M
k,l=1

x̃ = (x̃1, ..., x̃M )T

x̃k ∼ x(tk), k = 1, ...,M, ` =
1

M
.

By choosing αm = (1 + m)−p, 0 < p <
1

4
, βm = (1 + m)−1/2, z0 =

(5, 5, ..., 5)T ∈ RM and b0 =
10−3

3
, ν = 10−2 we obtain the results.

m err ‖x0 − zm‖
32 0.00067782 0.0077909
64 5.3403× 10−5 0.0010353
128 2.7676× 10−6 8.9792× 10−5

256 8.6222× 10−8 4.6575× 10−6

Table 2.1: M = 50, p =
1

9

m err ‖x0 − zm‖
32 0.00013731 0.001026
64 3.7047× 10−6 4.379× 10−5

128 3.9267× 10−8 7.2603× 10−7

256 1.2199× 10−10 3.501× 10−9

Table 2.2: M = 50, p =
1

18

In these tables, err = max
1≤k≤M

|z(m−1)k − z(m)
k | is error.
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