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#### Abstract

In this paper, existence and uniqueness results for the solution of a new class of equilibrium problem is established. Using the KKM technique, we establish the existence and uniqueness of solutions of a new generalized mixed equilibrium problem (NGMEP) with trifunctions. Further, we propose an iterative algorithm for finding a common element in the solution set of the NGMEP and a fixed point set of a nonlinear mapping. We proved the strong convergence of the algorithm to a common element in the solution set of a system of NGMEP and a fixed point set of a countable family of totally quasi- $\phi$-asymptotically nonexpansive mapping in the framework of a real uniformly convex and uniformly smooth Banach space. Our result generalize many other results obtained recently in this direction.


## 1. Introduction

The theory of variational inequality plays a very important role in many fields

[^0]such as mechanics, physics, structural analysis, nonlinear programming, transportation, sciences and engineering. Because of their wide range of applications, variational inequality problems have been extensively studied, extended and generalized since its introduction in the sixties by Stampacchia [33]. One of the most important of such generalizations is the equilibrium problems.

Monotonicity and generalized monotonicity are very important tools in the study of equilibrium problems, mixed equilibrium problems and generalized mixed equilibrium problems. In recent years, there has been lots of research carried out on the existence results of the solutions of equilibrium problems, mixed equilibrium problems and generalized mixed equilibrium problems based on the different generalizations of monotonicity such as pseudomonotonicity, quasimonotonicity, relaxed monotonicity and relaxed semimonotonicity and so on (see $[3,4,5,14,15,16,18,35,36]$ ), and the references therein.

Karamardian and Schaible [20] introduced various kinds of generalized monotone mappings. This opened the door of many pieces of research papers aimed at extending the idea of Karamardian and Schaible for bifunctions to study equilibrium problem. In 2003, Fang and Huang [10] introduced the concept of variational-like inequalities with the relaxed $\eta-\alpha$ monotone and relaxed $\eta-\alpha$ semimonotone mappings. They obtained the existence results for variationallike inequalities with realxed $\eta$ - $\alpha$ monotone and relaxed $\eta$ - $\alpha$ semimonotone mappings in Banach spaces. Later, Bai et al extended this concept to $\eta-\alpha$ pseudomonotone mappings and obtained solutions for variational-like inequalities.

For equilibrium problems, Mahato and Nahak [24] introduced the concept of relaxed $\alpha$-monotonicity bifunctions. They proved the existence of solutions for mixed equilibrium problems with the relaxed $\alpha$-monotone bifunction in reflexive Banach space by using the KKM technique.

On the other hand, the iterative approximation of fixed point of totally quasi- $\phi$-aymptotically nonexpansive mapping have been considered in the literature. In 2013, Saewan et al. [32], introduced an hybrid projection algorithm by the use of generalized $f$-projection for a countable family of totally quasi-$\phi$-asymptotically nonexpansive mappings in a uniformly smooth and strictly convex Banach space. They proposed and proved the strong convergence of the following algorithm under appropriate conditions on the control parameters
to a point $p=\pi_{\cap_{i=1}^{\infty} F\left(T_{i}\right)}^{f} x_{1}$ in the fixed point of $T_{i}$ for all $i$ :

$$
\left\{\begin{array}{l}
y_{n, i}=J^{-1}\left(\alpha_{n} J x_{n}+\left(1-\alpha_{n}\right) J T_{i} x_{n}\right) \\
C_{n+1, i}=\left\{u \in C_{n}: G\left(u, J y_{n, i}\right) \leq G\left(u, J x_{n}\right)+\gamma_{n}\right\} \\
C_{n+1}=\bigcap_{i=1}^{\infty} C_{n, i} \\
x_{n+1}=\pi_{C_{n+1}}^{f} x_{1}
\end{array}\right.
$$

Furthermore, the problem of finding a common point in the set of solutions of different variations of an equilibrium problem and the fixed point set of a nonlinear mapping have been considered in several recent articles in the literature, see ( $[11,12,13,21,25,26,31,34,37,39]$ ) and the references therein.

In 2010, Petrot et al. [26] introduced an hybrid projection iterative algorithm for approximating a common element of the set of solutions of a generalized mixed equilibrium problem and the set of fixed points of two quasi-$\phi$-nonexpansive mappings $T$ and $S$ in a real uniformly convex and uniformly smooth Banach space.

Recently, Saewan and Kumam [31] presented a new hybrid Ishikawa iteration process for finding a common solution of the fixed points for two countable families of weak relatively nonexpansive mappings and the set of solutions of the system of generalized equilibrium problems in a uniformly convex and uniformly smooth Banach space.

Very recently, Mahato et al [23] proposed a hybrid iterative algorithm by using a generalized $f$-projection operator to find a common element of the solutions of a system of trifunction equilibrium problems and the set of fixed points of an infinite family of quasi- $\phi$-nonexpansive mappings. They obtained a strong convergence of the proposed method under generalized relaxed $\alpha$ monotonicity of the trifunctions in the framework of a uniformly convex and uniformly smooth Banach space. To be precise, they proposed the following algorithm:

$$
\left\{\begin{array}{l}
x_{0}=x \in C, C_{0}=C, Q_{0}=C  \tag{1.1}\\
z_{n}=J^{-1}\left(\alpha_{n_{0}} J x_{n}+\sum_{i=1}^{\infty} \alpha_{n_{i}} J T_{i} x_{n}\right), \\
y_{n}=J^{-1}\left(\delta_{n} J x_{n}+\left(1-\delta_{n}\right) J z_{n}\right), \\
u_{n}=T_{r_{j, n}}^{\psi_{j}} T_{r_{j-1, n}}^{\psi_{j}-1} \cdots T_{r_{2, n}}^{\psi_{2}} T_{r_{1, n}, n}^{\psi_{1}} y_{n, i}, \text { where } \\
T_{r_{j, n}}^{\psi_{j}} y_{n, i}=\left\{z \in C: \psi_{j}(y, z ; z)+\frac{1}{r_{j, n}}\left\langle y-z, J z-J y_{n}\right\rangle \geq 0, \forall y \in C\right\}, \\
C_{n}=\left\{w \in C_{n-1}: G\left(w, J u_{n}\right) \leq G\left(w, J y_{n}\right) \leq G\left(w, J x_{n}\right), n \geq 1\right\}, \\
Q_{n}=\left\{w \in Q_{n-1}:\left\langle x_{n}-w, J x-J x_{n}\right\rangle+\rho f(w)-\rho f\left(x_{n}\right) \geq 0\right\}, n \geq 1, \\
x_{n+1}=\pi_{C_{n} \cap Q_{n}}^{f} x .
\end{array}\right.
$$

They proved that $\left\{x_{n}\right\}$ converges to a point $\pi_{F}^{f} x$ under suitable conditions, where $F$ is the set of solutions of the considered problem and $J$ is the normalized duality mapping.

Motivated by the above results and the current research interest in this direction, our main purpose of this paper is as follows:

- to introduce a new class of generalized mixed equilibrium problem;
- to obtain the existence result for this new generalized mixed equilibrium problem using the KKM technique;
- to propose an iterative algorithm and prove its strong convergence to a common element in the solution set of a system of the equilibrium problems and fixed point set of a countable family of totally quasi- $\phi$ asymptotically nonexpansive mappings.

Our results extend and improve the result of Mahato et al. [24] and other results in the literature.

## 2. Preliminaries

Let $C$ be a nonempty, closed and convex subset of a real smooth, strictly convex and reflexive Banach space $E$ with dual space $E^{*}$. Let $\varphi: C \rightarrow$ $\mathbb{R} \cup\{\infty\}$ be a real valued function, $A: C \rightarrow E^{*}$ be a nonlinear mapping and $\psi: C \times C \times C \rightarrow \mathbb{R}$ be a trifunction. Then, for $r>0$ and $z \in C$, the New Generalized Mixed Equilibrium Problem (NGMEP) consists of finding a point $x \in C$ such that

$$
\begin{equation*}
\psi(y, x ; x)+\langle A x, y-x\rangle+\varphi(y)-\varphi(x)\rangle \geq 0, \forall y \in C \tag{2.1}
\end{equation*}
$$

and find $x \in C$ such that

$$
\begin{equation*}
\psi(y, x ; y)+\langle A y, y-x\rangle+\varphi(y)-\phi(x) \geq \alpha(x, y), \forall y \in C . \tag{2.2}
\end{equation*}
$$

The solution set of (2.1) will be denoted by $\Omega$, that is

$$
\begin{equation*}
\Omega=\{x \in C: \Psi(y, x ; x)+\langle A x, y-x\rangle+\varphi(y)-\varphi(x) \geq 0, \forall y \in C\} . \tag{2.3}
\end{equation*}
$$

If $\psi(\cdot, \cdot ; \cdot)=\psi(\cdot, \cdot)$, then (2.1) reduces to the GMEP which is to find a point $x \in C$ such that

$$
\begin{equation*}
\psi(x, y)+\langle A x, y-x\rangle+\varphi(y)-\varphi(x) \geq 0, \forall y \in C \tag{2.4}
\end{equation*}
$$

Let $E$ be a real Banach space and $B=\{x \in E:\|x\|=1\}$ be a unit sphere. The modulus of convexity of $E$ is the function $\delta_{E}:(0,2] \rightarrow[0,1]$ defined by

$$
\begin{equation*}
\delta_{E}(\epsilon)=\inf \left\{1-\frac{1}{2}\|x+y\|:\|x\|=\|y\|=1,\|x-y\| \geq \epsilon\right\} . \tag{2.5}
\end{equation*}
$$

Recall that $E$ is said to be uniformly convex if $\delta_{E}(\epsilon)>0$ for any $\epsilon \in(0,2]$. $E$ is said to be strictly convex if $\frac{\|x+y\|}{2}<1$ for all $x, y \in E$ with $\|x\|=\|y\|=1$ and $x \neq y$. It is known that every uniformly convex Banach space is strictly convex and reflexive [27].

A Banach space $E$ is said to be smooth if the limit

$$
\lim _{t \rightarrow 0} \frac{\|x+t y\|-\|x\|}{t}
$$

exists for all $x, y \in B$. It is said to be uniformly smooth if the limit is attained uniformly, $x, y \in B$. We denote by $J$ the normalized duality mapping from $E$ to $2^{E^{*}}$ defined by

$$
J x=\left\{x^{*} \in E^{*}:\left\langle x, x^{*}\right\rangle=\|x\|^{2}=\left\|x^{*}\right\|^{2}\right\}, \quad \forall x \in E .
$$

It is widely known that if $E$ is uniformly smooth, then the duality mapping $J$ is norm-to-norm continuous on each bounded subset of $E$. The following are some important and useful properties of $J$, for further details, see [1, 36]:

- For every $x \in E, J x$ is nonempty, closed, convex and bounded subset of $E^{*}$.
- If $E$ is smooth or $E^{*}$ is strictly convex, then $J$ is single valued. Also, if $E$ is reflexive, then $J$ is onto.
- If $E$ is strictly convex, then $J$ is strictly monotone, that is

$$
\langle x-y, J x-J y\rangle>0 .
$$

- If $E$ is smooth, strictly convex and reflexive and $J^{*}: E^{*} \rightarrow 2^{E}$ is the normalized duality mapping on $E^{*}$, then $J^{-1}=J^{*}, J J^{*}=I_{E^{*}}$ and $J^{*} J=I_{E}$, where $I_{E}$ and $I_{E^{*}}$ are the identity mappings on $E$ and $E^{*}$ respectively.
- If $E$ is uniformly convex and uniformly smooth, then $J$ is uniformly norm-to-norm continuous on bounded subsets of $E$ and $J^{*}=J^{-1}$ is also uniformly norm-to-norm continuous on bounded subsets of $E^{*}$.

Next, we recall the concept of generalized $f$-projection operator. Let $G: C \times E^{*} \rightarrow \mathbb{R}$ be a function defined as follows:

$$
\begin{equation*}
G(a, b)=\|a\|^{2}-2\langle a, b\rangle+\|b\|^{2}+2 \rho f(a), \tag{2.6}
\end{equation*}
$$

where $a \in C$ and $b \in E^{*}, \rho$ is a positive number and $f: C \rightarrow \mathbb{R} \cup\{\infty\}$ is proper, convex and lower semi-continuous. From the definition of $G$ and $f$, the following properties are easy to see:
(i) $G(a, \cdot)$ is convex and continuous in the second variable with $a$ fixed;
(ii) $G(\cdot, b)$ is convex and lower semi-continuous in the first variable, with $b$ fixed.

Definition 2.1. ([38]) Let $C$ be a nonempty, closed and convex subset of a real Banach space $E$ with its dual space $E^{*}$. The operator $\pi_{C}^{f}: E^{*} \rightarrow 2^{C}$ defined by

$$
\pi_{C}^{f} b=\left\{u \in C: G(u, b)=\inf _{a \in C} G(a, b)\right\} \forall b \in E^{*}
$$

is called the generalized $f$-operator.
Wu and Huang [38] proposed and proved the following theorem for the generalized $f$-projection operator.
Lemma 2.2. Let $C$ be a nonempty, closed and convex subset of a real reflexive smooth Banach space E. Then the following statements hold:
(i) $\pi_{C}^{f} b$ is a nonempty, closed and convex subset of $C$ for all $b \in E^{*}$.
(ii) If $E$ is smooth, then for all $b \in E^{*}, x \in \pi_{C}^{f} b$ if and only if

$$
\langle x-y, b-J x\rangle+\rho f(y)-\rho f(x) \geq 0, \forall y \in C .
$$

(iii) If $E$ is strictly convex and $f: C \rightarrow \mathbb{R} \cup\{\infty\}$ is positive homogeneous i.e $(f(t x)=t f(x)$, for all $t>0$ such that $t x \in C$ with $x \in C)$, then $\pi_{C}^{f}$ is a single valued mapping.

Recall that the normalized duality mapping $J$ is single valued when $E$ is a smooth Banach space. There exists a unique element $b \in E^{*}$ such that $b=J x$ where $x \in E$. This substitution in (2.6), yields

$$
G(a, J x)=\|a\|^{2}-2\langle a, J x\rangle+\|x\|^{2}+2 \rho f(a) .
$$

Now, we consider another type of generalized $f$-operator in Banach spaces given in [22].

Definition 2.3. Let $C$ be a nonempty, closed and convex subset of real smooth Banach space $E$. We say that $\pi_{C}^{f}: E \rightarrow 2^{C}$ is generalized $f$-projection operator if

$$
\pi_{C}^{f} x=\left\{u \in C: G(u, J x)=\inf _{a \in C} G(a, J x)\right\}, \forall x \in E .
$$

Lemma 2.4. ([22]) Let $C$ be a nonempty, closed and convex subset of a real reflexive smooth Banach space $E$. Then the following statements hold:
(i) $\pi_{C}^{f} x$ is a nonempty, closed and convex subset $C$ for all $x \in E$.
(ii) For all $x \in E, \hat{x} \in \pi_{C}^{f} x$ if and only if

$$
\langle\hat{x}-y, J x-J \hat{x}\rangle+\rho f(y)-\rho f(x) \geq 0, \quad \forall y \in C .
$$

(iii) If $E$ is strictly convex, then $\pi_{C}^{f}$ is a single valued mapping.

Lemma 2.5. ([8]) Let $E$ be a Banach space and $f: E \rightarrow \mathbb{R} \cup\{\infty\}$ be a proper lower semi-continuous convex functional. Then there exists $x^{*} \in E^{*}$ and $\alpha \in \mathbb{R}$ such that

$$
f(x) \geq\left\langle x, x^{*}\right\rangle+\alpha .
$$

Let $C$ be a closed and convex subset of $E$ and $T: C \rightarrow C$ be a mapping. A point $x \in C$ is called a fixed point of $T$, if $x=T x$. A point $p \in C$ is called an asymptotic fixed point of $T$ (see [30]), if $C$ contains a sequence $\left\{x_{n}\right\}$ which converges weakly to $p$ such that $\left\|x_{n}-T x_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. We denote the set of fixed points and asymptotic fixed points of $T$ by $F(T)$ and $\hat{F}(T)$ respectively.

A mapping $T: C \rightarrow C$ is said to be
(1) relatively nonexpansive, if $\hat{F}(T)=F(T)$ and

$$
\begin{equation*}
\phi(p, T x) \leq \phi(p, x), \forall x \in C, p \in F(T) ; \tag{2.7}
\end{equation*}
$$

(2) relatively asymptotically nonexpansive [2], if $\hat{F}(T)=F(T)$ and there exists a sequence $\left\{k_{n}\right\} \subset[1,+\infty)$ with $k_{n} \rightarrow 1$ as $n \rightarrow \infty$ such that

$$
\begin{equation*}
\phi\left(p, T^{n} x\right) \leq k_{n} \phi(p, x), \forall x \in C, p \in F(T) ; \tag{2.8}
\end{equation*}
$$

(3) quasi- $\phi$-asymptotically nonexpansive [40], if $F(T) \neq \emptyset$ and

$$
\begin{equation*}
\phi(p, T x) \leq \phi(p, x), \forall x \in C, p \in F(T) ; \tag{2.9}
\end{equation*}
$$

(4) quasi- $\phi$-asymptotically nonexpansive [40], if $F(T) \neq \emptyset$ and

$$
\begin{equation*}
\phi\left(p, T^{n} x\right) \leq k_{n} \phi(p, x), \forall x \in C, p \in F(T) ; \tag{2.10}
\end{equation*}
$$

(5) totally quasi- $\phi$-asymptotically nonexpansive, if $F(T) \neq \emptyset$ and there exist nonnegative real sequences $\left\{\lambda_{n}\right\},\left\{\mu_{n}\right\}$ with $\lambda_{n} \rightarrow 0, \mu_{n} \rightarrow 0$ as $n \rightarrow \infty$ and a strictly increasing continuous function $\vartheta: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$ with $\vartheta(0)=0$ such that

$$
\begin{equation*}
\phi\left(p, T^{n} x\right) \leq \phi(p, x)+\lambda_{n} \vartheta(\phi(p, x))+\mu_{n}, \forall x \in C, p \in F(T) . \tag{2.11}
\end{equation*}
$$

Remark 2.6. It is clear that the class of relative nonexpansive mapping is contained in the class of relative quasi-nonexpansive mapping, the class of quasi-$\phi$-nonexpansive mapping is contained in the class of quasi- $\phi$-asymptotically nonexpansive mapping and the class of quasi- $\phi$-asymptotically is contained in the class of totally quasi- $\phi$-asymptotically nonexpansive mapping. The converses are not true.

If $f(y)>0$ for all $y \in C$ with $f(0)=0$, then the definition of totally quasi-$\phi$-nonexpansive mapping $T$ is equivalent to the following: If $F(T) \neq \emptyset$ and there exist nonnegative real sequences $\left\{\lambda_{n}\right\},\left\{\mu_{n}\right\}$ such that $\lambda_{n} \rightarrow 0, \mu_{n} \rightarrow 0$
as $n \rightarrow \infty$ and a strictly continuous function $\vartheta: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$with $\vartheta(0)=0$ such that:

$$
G\left(p, J T^{n} x\right) \leq G(p, J x)+\lambda_{n} \vartheta(G(p, J x))+\mu_{n}, \forall x \in C, p \in F(T)
$$

Lemma 2.7. ([39]) Let $E$ be a uniformly convex Banach space, $r>0$ be a positive number and $B_{r}(0)$ be a closed ball of $E$. Then, for any given $\left\{x_{n}\right\}_{n=1}^{\infty} \subset$ $B_{r}(0)$ and a given sequence $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ of positive number with $\sum_{n=1}^{\infty} \lambda_{n}=1$, there exists a continuous strictly increasing and convex function $g:[0,2 r] \rightarrow$ $[0, \infty)$ with $g(0)=0$ such that for any $i, j \in \mathbb{N}$, with $i<j$

$$
\left\|\sum_{n=1}^{\infty} \lambda_{n} x_{n}\right\|^{2} \leq \sum_{n=1}^{\infty} \lambda_{n}\left\|x_{n}\right\|^{2}-\lambda_{i} \lambda_{j} g\left(\left\|x_{i}-x_{j}\right\|\right) .
$$

Lemma 2.8. ([19]) Let C be a nonempty, closed and convex subset of a real reflexive smooth Banach space $E$, let $x \in E$ and $\hat{x} \in \pi_{C}^{f} x$. Then

$$
\begin{equation*}
\phi(y, \hat{x})+G(\hat{x}, J x) \leq G(y, J x), \forall y \in C \tag{2.12}
\end{equation*}
$$

Lemma 2.9. ([19]) Let $E$ be a smooth and uniformly convex Banach space and let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be two sequences in $E$ such that $\left\{x_{n}\right\}$ or $\left\{y_{n}\right\}$ is bounded. If $\lim _{n \rightarrow \infty} \phi\left(x_{n}, y_{n}\right)=0$, then $\lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}\right\|=0$.

Lemma 2.10. ([29]) Let $C$ be a nonempty, closed and convex subset of a uniformly convex and smooth Banach space and let $T$ be a closed and quasi- $\phi$ nonexpansive mapping from $C$ into itself. Then $F(T)$ is a closed and convex subset of $C$.

Recall that an operator $A: C \rightarrow E^{*}$ is $\kappa$-inverse strongly monotone, if

$$
\begin{equation*}
\langle x-y, A x-A y\rangle \geq \kappa\|A x-A y\|^{2}, \tag{2.13}
\end{equation*}
$$

for all $x, y \in C$ and $\kappa>0$.
Throughout this paper, unless otherwise stated, $C$ is a nonempty, closed and convex subset of a smooth strictly convex and reflexive Banach space $E$ with dual $E^{*}$.

Definition 2.11. A function $\psi: C \times C \times C \rightarrow \mathbb{R}$ is said to be generalized relaxed $\alpha$-monotone if for any $x, y \in C$, we have

$$
\begin{equation*}
\psi(y, x ; y) \geq \psi(y, x ; x)+\alpha(x, y) \tag{2.14}
\end{equation*}
$$

where $\lim _{t \rightarrow 0^{+}} \frac{\alpha(x, x-t(x-y))}{t}=0$.

If $\alpha \equiv 0$ in Definition 2.11, we say that the function $\psi$ is generalized monotone.

Remark 2.12. (i) If in Definition 2.11, $\alpha(x, y)=\beta(y-x)$, where $\beta: C \rightarrow \mathbb{R}$ with $\beta(t z)=t^{p} \beta(z)$, for $t>0, p>1$, then we say $\psi$ is relaxed $\beta$-monotone.

For an example of a generalized relaxed $\alpha$-monotone mapping, we refer the reader to [28].
Definition 2.13. A real valued function $\psi$ on $C$ is said to be hemicontinuous if $\lim _{t \rightarrow 0^{+}} \psi(y, x ; x-t(x-y))=\psi(y, x ; x)$, for each $x, y \in C$.

Definition 2.14. Let $F: C \rightarrow 2^{E}$ be a multi-valued mapping. Then $F$ is said to be a KKM mapping if for any sequence $\left\{y_{i}\right\}_{i=1}^{n}$ of $C$, we have $c o\left\{y_{i}\right\}_{i=1}^{n} \subset$ $\cup_{i=1}^{n} F\left(y_{i}\right)$, where $c o\left\{y_{i}\right\}_{i=1}^{n}$ is the convex hull of $\left\{y_{i}\right\}_{i=1}^{n}$.

Lemma 2.15. ([9]) Let $M$ be a nonempty subset of a Hausdorff topological vector $E$ and let $F: M \rightarrow 2^{E}$ be a KKM mapping. If $F(y)$ is closed in $E$ for all $y \in M$, then $\cap_{y \in M} F(y)$ is nonempty.

Lemma 2.16. ([29]) Let $C$ be a closed convex subset of a uniformly convex and smooth Banach space and T a closed and quasi- $\phi$-nonexpansive mapping from $C$ into itself. Then $F(T)$ is a closed and convex subset $C$.

Let $T: C \rightarrow C$ be a nonlinear mapping. $T$ is said to be uniformly asymptotically regular on $C$ if

$$
\lim _{n \rightarrow \infty}\left(\sup _{x \in C}\left\|T^{n+1} x-T^{n} x\right\|\right)=0 .
$$

$T$ is said to be closed, if for any sequence $\left\{x_{n}\right\} \subset C$ such that $\lim _{n \rightarrow \infty} x_{n}=p$ and $\lim _{n \rightarrow \infty} T x_{n}=q$, then $T p=q$.

Lemma 2.17. ([7]) Let $C$ be a nonempty, closed and convex subset of a real uniformly smooth and uniformly convex Banach space E. Let $T: C \rightarrow C$ be a total quasi- $\phi$-asymptotically nonexpansive mapping with nonnegative real sequences $\left\{\lambda_{n}\right\},\left\{\mu_{n}\right\}$ such that $\lambda_{n} \rightarrow 0, \mu_{n} \rightarrow 0$ as $n \rightarrow \infty$. Let $\vartheta: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$ be a strictly increasing continuous function with $\vartheta(0)=0$. If $\mu_{1}=0$, then $F(T)$ is a closed and convex subset of $C$.

Assumption A: In what follows, the trifunction $\psi: C \times C \times C \rightarrow \mathbb{R}$ will be assumed to satisfy the following:
(i) $\psi(y, x ; \cdot)$ is hemicontinuous;
(ii) $\psi(\cdot, x ; z)$ is convex and lower semicontinuous;
(iii) $\psi(x, x ; z)=0$;
(iv) $\psi$ is generalized relaxed $\alpha$-monotone;
(v) $\psi(x, y ; z)+\psi(y, x ; z)=0$;
(vi) $\alpha(\cdot, y)$ is lower semicontinuous.

## 3. Existence results

First, we prove the following lemma which shows the equivalence of Problem (2.1) and (2.2).

Lemma 3.1. Let $C$ be a nonempty, closed, convex and bounded subsets of a smooth, strictly convex and reflexive Banach space E. Let $\psi: C \times C \times C \rightarrow \mathbb{R}$ be a function satisfying (i)-(iv) of Assumption $A, A: C \rightarrow E^{*}$ be a nonlinear mapping and $\varphi: C \rightarrow \mathbb{R} \cup\{\infty\}$ be a real valued function. Then the Problems (2.1) and (2.2) are equivalent.

Proof. Let $x \in C$ be a solution of (2.1). Then, from the generalized $\alpha$ monotonicity of $\psi$, we have

$$
\begin{align*}
\psi(y, x ; y)+\langle A y, y-x\rangle+\varphi(y)-\varphi(x) \geq & \psi(y, x ; x)+\alpha(x, y) \\
& +\langle A x, y-x\rangle+\varphi(y)-\varphi(x) \\
\geq & \alpha(x, y) \tag{3.1}
\end{align*}
$$

Hence $x \in C$ is a solution of (2.2). Conversely, let $x \in C$ be a solution of (2.2) and let $y \in C$ be any point with $\varphi(y)<\infty$. It follows from (2.2) that $\varphi(x)<\infty$. Let $y_{t}=(1-t) x+t y$, for all $t \in(0,1)$. Then we have $y_{t} \in C$. Since $x \in C$ is a solution of (2.2), it follows that

$$
\begin{equation*}
\psi\left(y_{t}, x ; y_{t}\right)+\left\langle A y_{t}, y_{t}-x\right\rangle+\varphi\left(y_{t}\right)-\varphi(x) \geq \alpha\left(x, y_{t}\right) \tag{3.2}
\end{equation*}
$$

By conditions (i) and (ii), we have the following estimates:

$$
\begin{align*}
& \psi\left(y_{t}, x ; y_{t}\right) \leq t \psi\left(y, x ; y_{t}\right)+(1-t) \psi\left(x, x ; y_{t}\right)=t \psi\left(y, x ; y_{t}\right), \\
& \psi\left(y_{t}, x ; y_{t}\right) \leq \psi\left(y, x ; y_{t}\right) \\
& \left\langle A y_{t}, y_{t}-x\right\rangle
\end{aligned}=\left\langle A y_{t},(1-t) x+t y-x\right\rangle, \begin{aligned}
& =t\left\langle A y_{t}, y-x\right\rangle \\
\varphi\left(y_{t}\right)-\varphi(x) & =\phi((1-t) x+t y)-\phi(x) \\
\leq & (1-t) \varphi(x)+t \psi(y)-\varphi(x) \\
& =t(\psi(y)-\psi(x)) .
\end{align*}
$$

From (3.2) and (3.3), we have

$$
t \psi\left(y, x ; y_{t}\right)+t\left\langle A y_{t}, y-x\right\rangle+t(\varphi(y)-\varphi(x)) \geq \alpha\left(x, y_{t}\right)
$$

Hence,

$$
\psi\left(y, x ; y_{t}\right)+\left\langle A y_{t}, y-x\right\rangle+\varphi(y)-\varphi(x) \geq \frac{\alpha\left(x, y_{t}\right)}{t}
$$

By (i) and letting $t \rightarrow 0$, we get

$$
\begin{equation*}
\psi(y, x ; x)+\langle A x, y-x\rangle+\varphi(y)-\varphi(x) \geq 0 . \tag{3.4}
\end{equation*}
$$

Thus, $x \in C$ is a solution of (2.1).
Theorem 3.2. Let $C$ be a nonempty, bounded, closed and convex subsets of a smooth, strictly convex and reflexive Banach space $E$. Let $\psi: C \times C \times C \rightarrow \mathbb{R}$ be a trifunction satisfying (i), (ii) and (iv)-(vi) of Assumption $A, A: C \rightarrow E^{*}$ be an inverse strongly monotone operator and $\varphi: C \rightarrow \mathbb{R}$ be a proper lower semicontinuous mapping. Then Problem (2.1) is solvable.
Proof. Define two multi-valued mappings $F, G: C \rightarrow 2^{E^{*}}$ as follows:

$$
F(y)=\{x \in C: \psi(y, x ; x)+\langle A x, y-x\rangle+\varphi(y)-\varphi(x) \geq 0, \forall y \in C\}
$$

and

$$
G(y)=\{x \in C: \psi(y, x ; y)+\langle A y, y-x\rangle+\varphi(y)-\varphi(x) \geq \alpha(x, y), \forall y \in C\} .
$$

Observe that $x^{*} \in C$ is a solution of (2.1) if and only if $x^{*} \in \cap_{y \in C} F(y)$. Thus, it is sufficient to show that $\cap_{y \in C} F(y) \neq \emptyset$.

We claim that $F$ is a KKM mapping. For if $F$ is not a KKM mapping, then there exists $\left\{y_{i}\right\}_{i=1}^{n} \subset C$ such that $c o\left\{y_{i}\right\}_{i=1}^{n} \nsubseteq \cup_{i=1}^{n} F\left(y_{i}\right)$, that means there exists a $x_{0} \in \operatorname{co}\left\{y_{i}\right\}_{i=1}^{n}$, with $x_{0}=\sum_{i=1}^{n} t_{i} y_{i}$ where $t_{i} \geq 0, i=1,2 \cdots, n$ and $\sum_{i=1}^{n} t_{i}=1$, but $x_{0} \notin \cup_{i=1}^{n} F\left(y_{i}\right)$. By the defintion $F$, we have

$$
\begin{equation*}
\psi\left(y_{i}, x_{0} ; x_{0}\right)+\left\langle A x_{0}, y_{i}-x_{0}\right\rangle+\varphi\left(y_{i}\right)-\varphi\left(x_{0}\right)<0, \quad i=1,2 \cdots n \tag{3.5}
\end{equation*}
$$

From (ii) and (v), we have

$$
\begin{align*}
0 & \left.=\psi\left(x_{0}, x_{0} ; x_{0}\right)+\left\langle A x_{0}, x_{0}-x_{0}\right\rangle+\varphi\left(x_{0}\right)-\varphi\left(x_{0}\right)\right\rangle \\
& \leq \sum_{i=1}^{n} t_{i} \psi\left(y_{i}, x_{0}, x_{0}\right)+\sum_{i=1}^{n} t_{i}\left\langle A x_{0}, y_{i}-x_{0}\right\rangle+\sum_{i=1}^{n} t_{i} \varphi\left(y_{i}\right)-\varphi\left(x_{0}\right) \\
& =\sum_{i=1}^{n} t_{i}\left[\psi\left(y_{i}, x_{0}, x_{0}\right)+\left\langle A x_{0}, y_{i}-x_{0}\right\rangle+\varphi\left(y_{i}\right)-\varphi\left(x_{0}\right)\right]<0, \tag{3.6}
\end{align*}
$$

which is a contradiction. Hence $F$ is a KKM mapping.
Next, we show that $F(y) \subset G(y)$ for all $y \in C$. For any given $y \in C$, let $x \in F(y)$. Then

$$
\psi(y, x ; x)+\langle A x, y-x\rangle+\varphi(y)-\varphi(x) \geq 0 .
$$

Since $\psi$ is a generalized relaxed $\alpha$-monotone, we have

$$
\begin{align*}
\psi(y, x ; y)+\langle A y, y-x\rangle+\varphi(y)-\varphi(x) \geq & \psi(y, x ; x)+\alpha(x, y) \\
& +\langle A x, y-x\rangle+\varphi(y)-\varphi(x) \\
\geq & \alpha(x, y) . \tag{3.7}
\end{align*}
$$

Therefore $F(y) \subset G(y)$ for all $y \in C$. This implies that $G$ is also a KKM mapping.
Let $\left\{x_{n}\right\}$ be any sequence in $G(y)$ such that $x_{n} \rightharpoonup x$ as $n \rightarrow \infty$. It follows that

$$
\begin{equation*}
\left.\psi\left(y, x_{n} ; y\right)+\left\langle A y, y-x_{n}\right\rangle+\varphi(y)-\varphi\left(x_{n}\right)\right\rangle \geq \alpha\left(x_{n}, y\right) . \tag{3.8}
\end{equation*}
$$

By (ii), continuity of $J$, lower semicontinuity of $\|\cdot\|^{2}$ and $\alpha$, we have

$$
\begin{aligned}
0 \leq & \limsup _{n \rightarrow \infty}\left[-\alpha\left(x_{n}, y\right)+\psi\left(y, x_{n} ; y\right)+\left\langle A y, y-x_{n}\right\rangle+\varphi(y)-\varphi\left(x_{n}\right)\right. \\
\leq & \limsup _{n \rightarrow \infty}\left(-\alpha\left(x_{n}, y\right)\right)+\limsup _{n \rightarrow \infty} \psi\left(y, x_{n}, y\right) \\
& +\limsup _{n \rightarrow \infty}\left\langle A y, y-x_{n}\right\rangle+\limsup _{n \rightarrow \infty}\left[\varphi(y)-\varphi\left(x_{n}\right)\right] \\
\leq & -\liminf _{n \rightarrow \infty} \alpha\left(x_{n}, y\right)+\limsup _{n \rightarrow \infty} \psi\left(y, x_{n} ; y\right) \\
& +\limsup _{n \rightarrow \infty}\left\langle A y, y-x_{n}\right\rangle+\limsup _{n \rightarrow \infty}\left[\varphi(y)-\varphi\left(x_{n}\right)\right] \\
\leq & -\liminf _{n \rightarrow \infty} \alpha\left(x_{n}, y\right)+\limsup _{n \rightarrow \infty} \psi\left(y, x_{n} ; y\right) \\
& +\limsup _{n \rightarrow \infty}\left\langle A y, y-x_{n}\right\rangle+\limsup _{n \rightarrow \infty}\left[\varphi(y)-\varphi\left(x_{n}\right)\right] \\
\leq & -\alpha(x, y)+\psi(y, x ; y)+\langle A y, y-x\rangle+\varphi(y)-\varphi(x),
\end{aligned}
$$

which implies

$$
\begin{equation*}
\psi(y, x ; y)+\langle A y, y-x\rangle+\varphi(y)-\varphi(x) \geq \alpha(x, y) . \tag{3.9}
\end{equation*}
$$

This shows that $x \in G(y)$, and hence $G(y)$ is closed for all $y \in C$.
Since $C$ is a closed, bounded and convex subset of a reflexive Banach space $E$, it is weakly compact. Hence $G(y)$ is also weakly compact. Thus, all conditions of Lemma 2.15 are satisfied. Therefore, by Lemma 2.15 and (2.1), we get $\bigcap_{y \in C} F(y)=\bigcap_{y \in C} G(y) \neq \emptyset$. Hence the Problem (2.1) is solvable.

Definition 3.3. Let $C$ be a nonempty, bounded, closed and convex subset of a smooth, strictly convex and reflexive Banach space $E$. Let $\psi: C \times C \times C \rightarrow \mathbb{R}$ be a trifunction satisfying conditions $(i),(i i)$ and $(i v)-(v i), A: C \rightarrow E^{*}$ be a nonlinear mapping and $\varphi: C \rightarrow \mathbb{R} \cup\{\infty\}$ be a proper lower semicontinuous function. Assume that (2.1) has a unique solution, for each $r>0$ and $x \in E$. This unique solution is $T_{r}^{\psi}$ and is called the resolvent operator associated with
$(\psi, A, \varphi)$ of order $r$ at $x \in E$. In other words, the resolvent operator associated with $(\psi, A, \varphi)$ is the multi-valued mapping $T_{r}^{\psi}: E \rightarrow 2^{C}$ defined by

$$
\begin{align*}
T_{r}^{\psi}(x):=\{z \in C & : \psi(y, z ; z)+\langle A z, y-z\rangle+\varphi(y)-\varphi(z) \\
& \left.+\frac{1}{r}\langle y-z, J z-J x\rangle \geq 0, \forall y \in C\right\}, \tag{3.10}
\end{align*}
$$

for all $x \in E$.
Under the assumptions of Theorem 3.2, we have the unique existence of $T_{r}^{\psi}(x)$. Hence, $T_{r}^{\psi}(x)$ is well defined. We give the following fundamental properties of the resolvent operator $T_{r}^{\psi}$. First, we give the following useful definition.

Definition 3.4. Let $E$ be a Banach space. A nonlinear mapping $T: E \rightarrow E$ is said to be firmly nonexpansive type if

$$
\begin{equation*}
\left\langle T_{r} x-T_{r} y, J T_{r} y-J y\right\rangle \geq\left\langle T_{r} x-T_{r} y, J T_{r} x-J x\right\rangle, x, y \in E . \tag{3.11}
\end{equation*}
$$

Lemma 3.5. Let $C$ be a nonempty, bounded, closed and convex subset of a smooth, strictly convex and reflexive Banach space E. For $r>0, z \in C$, let $\psi: C \times C \times C \rightarrow \mathbb{R}$ be a trifunction satisfying the assumptions of Theorem 3.2, $A: C \rightarrow E^{*}$ be a $\kappa$-inverse strongly monotone operator and $\varphi: C \rightarrow \mathbb{R} \cup\{\infty\}$ be a proper lower semicontinuous mapping. In addition, let $\alpha(x, y)+\alpha(y, x) \geq 0$, for all $x, y \in C$ and $T_{r}^{\psi}: E \rightarrow 2^{C}$ be defined as (3.10). Then the following hold:
(a) $T_{r}(x)$ is single valued;
(b) $T_{r}(x)$ is firmly nonexpansive, that is,

$$
\left\langle T_{r}(x)-T_{r}(y), J T_{r} x-J x\right\rangle \leq\left\langle T_{r}(x)-T_{r}(y), J T_{r} y-J y\right\rangle ;
$$

(c) $F\left(T_{r}\right)=G M E P(\psi, A, \varphi)=\Omega$;
(d) $\phi\left(q, T_{r} x\right)+\phi\left(T_{r} x, x\right) \leq \phi(q, x), q \in F(T), x \in E ;$
(e) $\operatorname{GMEP}(\psi, A, \varphi)$ is closed and convex.

Proof. (a) For $x \in E$, let $z_{1}, z_{2} \in T_{r}(x)$. Then,

$$
\psi\left(z_{2}, z_{1} ; z_{1}\right)+\left\langle A z_{1}, z_{2}-z_{1}\right\rangle+\varphi\left(z_{2}\right)-\varphi\left(z_{1}\right)+\frac{1}{r}\left\langle z_{2}-z_{1}, J z_{1}-J x\right\rangle \geq 0
$$

and

$$
\psi\left(z_{1}, z_{2} ; z_{2}\right)+\left\langle A z_{2}, z_{1}-z_{2}\right\rangle+\varphi\left(z_{1}\right)-\varphi\left(z_{2}\right)+\frac{1}{r}\left\langle z_{1}-z_{2}, J z_{2}-J x\right\rangle \geq 0 .
$$

Adding the two inequalities above, we obtain

$$
\begin{aligned}
& \psi\left(z_{2}, z_{1} ; z_{1}\right)+\psi\left(z_{1}, z_{2} ; z_{2}\right)+\left\langle A z_{2}, z_{1}-z_{2}\right\rangle+\left\langle A z_{1}, z_{2}-z_{1}\right\rangle \\
& +\frac{1}{r}\left\langle z_{2}-z_{1}, J z_{1}-J x\right\rangle+\frac{1}{r}\left\langle z_{1}-z_{2}, J z_{2}-J x\right\rangle \geq 0, \\
& -\psi\left(z_{1}, z_{2} ; z_{1}\right)+\psi\left(z_{1}, z_{2} ; z_{2}\right)+\left\langle A z_{2}-A z_{1}, z_{1}-z_{2}\right\rangle \\
& +\frac{1}{r}\left\langle z_{2}-z_{1}, J z_{1}-J z_{2}\right\rangle \geq 0, \\
& \psi\left(z_{1}, z_{2} ; z_{2}\right)-\psi\left(z_{1}, z_{2} ; z_{1}\right)+\left\langle A z_{2}-A z_{1}, z_{1}-z_{2}\right\rangle \\
& +\frac{1}{r}\left\langle z_{2}-z_{1}, J z_{1}-J z_{2}\right\rangle \geq 0, \\
& \psi\left(z_{1}, z_{2} ; z_{1}\right)-\psi\left(z_{1}, z_{2} ; z_{2}\right)+\left\langle A z_{1}-A z_{2}, z_{1}-z_{2}\right\rangle \\
& -\frac{1}{r}\left\langle z_{2}-z_{1}, J z_{1}-J z_{2}\right\rangle \leq 0, \\
& \alpha\left(z_{2}, z_{1}\right)+\left\langle A z_{1}-A z_{2}, z_{1}-z_{2}\right\rangle-\frac{1}{r}\left\langle z_{2}-z_{1}, J z_{1}-J z_{2}\right\rangle \leq 0,
\end{aligned}
$$

it implies that

$$
\alpha\left(z_{2}-z_{1}\right)+\kappa\left\|z_{1}-z_{2}\right\|^{2}-\frac{1}{r}\left\langle z_{1}-z_{2}, J z_{1}-J z_{2}\right\rangle \leq 0 .
$$

Hence we have

$$
\begin{equation*}
\left\langle z_{2}-z_{1}, J z_{1}-J z_{2}\right\rangle \geq r \alpha\left(z_{2}, z_{1}\right) . \tag{3.12}
\end{equation*}
$$

By interchanging the role of $z_{1}$ and $z_{2}$ in (3.12), we get

$$
\left\langle z_{1}-z_{2}, J z_{2}-J z_{1}\right\rangle \geq r \alpha\left(z_{1}, z_{2}\right),
$$

that is,

$$
\begin{equation*}
\left\langle z_{2}-z_{1}, J z_{1}-J z_{2}\right\rangle \geq r \alpha\left(z_{1}, z_{2}\right) . \tag{3.13}
\end{equation*}
$$

Adding (3.12) and (3.13), we have

$$
2\left\langle z_{2}-z_{1}, J z_{1}-J z_{2}\right\rangle \geq r\left(\alpha\left(z_{2}, z_{1}\right)+\alpha\left(z_{1}, z_{2}\right)\right),
$$

it implies that

$$
\left\langle z_{2}-z_{1}, J z_{1}-J z_{2}\right\rangle \geq 0 .
$$

Since $J$ is monotone and $E$ is strictly convex, we get $z_{1}=z_{2}$. Hence $T_{r}(x)$ is single valued.
(b) For $x, y \in C$, let $z_{1}=T_{r} x$ and $z_{2}=T_{r} y$, we have

$$
\psi\left(z_{2}, z_{1} ; z_{1}\right)+\left\langle A z_{1}, z_{2}-z_{1}\right\rangle+\varphi\left(z_{2}\right)-\varphi\left(z_{1}\right)+\frac{1}{r}\left\langle z_{2}-z_{1}, J z_{1}-J x\right\rangle \geq 0
$$

and

$$
\psi\left(z_{1}, z_{2} ; z_{2}\right)+\left\langle A z_{2}, z_{1}-z_{2}\right\rangle+\varphi\left(z_{1}\right)-\varphi\left(z_{2}\right)+\frac{1}{r}\left\langle z_{2}-z_{1}, J z_{1}-J y\right\rangle \geq 0
$$

By adding the two inequalities, we obtain

$$
\begin{gathered}
\psi\left(z_{2}, z_{1} ; z_{1}\right)+\psi\left(z_{1}, z_{2} ; z_{2}\right)+\left\langle A z_{1}, z_{2}-z_{1}\right\rangle+\left\langle A z_{2}, z_{1}-z_{2}\right\rangle \\
\quad+\frac{1}{r}\left\langle z_{2}-z_{1}, J z_{1}-J x\right\rangle+\frac{1}{r}\left\langle z_{1}-z_{2}, J z_{2}-J y\right\rangle \geq 0,
\end{gathered}
$$

that is

$$
\begin{aligned}
& \psi\left(z_{1}, z_{2} ; z_{2}\right)+\psi\left(z_{2}, z_{1} ; z_{1}\right)+\left\langle A z_{2}-A z_{1}, z_{1}-z_{2}\right\rangle \\
& \quad+\frac{1}{r}\left\langle z_{2}-z_{1},\left(J z_{1}-J x\right)-\left(J z_{2}-J y\right)\right\rangle \geq 0,
\end{aligned}
$$

which implies

$$
\begin{aligned}
\frac{1}{r}\left\langle z_{2}-z_{1},\left(J z_{1}-J x\right)-\left(J z_{2}-J y\right)\right\rangle \geq & -\psi\left(z_{1}, z_{2} ; z_{2}\right)-\psi\left(z-2, z_{1} ; z_{1}\right) \\
& +\left\langle A z_{1}-A z_{2}, z_{1}-z_{2}\right\rangle
\end{aligned}
$$

that is,

$$
\begin{align*}
& \frac{1}{r}\left\langle z_{2}-z_{1},\left(J z_{1}-J x\right)-\left(J z_{2}-J y\right)\right\rangle \\
& =\psi\left(z_{2}, z_{1} ; z_{2}\right)-\psi\left(z_{2}, z_{1}, z_{1}\right)+\kappa\left\|A z_{1}-A z_{2}\right\|^{2} \\
& =\alpha\left(z_{1}, z_{2}\right)+\kappa\left\|A z_{1}-A z_{2}\right\|^{2} \\
& \geq \alpha\left(z_{1}, z_{2}\right) . \tag{3.14}
\end{align*}
$$

By interchanging the role of $z_{1}$ and $z_{2}$ in (3.14), we obtain

$$
\begin{equation*}
\frac{1}{r}\left\langle z_{1}-z_{2},\left(J z_{2}-J y\right)-\left(J z_{1}-J x\right) \geq \alpha\left(z_{2}, z_{1}\right)\right. \tag{3.15}
\end{equation*}
$$

Adding (3.14) and (3.15), we obtain

$$
2\left\langle z_{2}-z_{1},\left(J z_{1}-J x\right)-\left(J z_{2}-J y\right)\right\rangle \geq r\left(\alpha\left(z_{2}, z_{1}\right)+\alpha\left(z_{1}, z_{2}\right)\right)
$$

that is,

$$
\begin{equation*}
\left\langle z_{2}-z_{1},\left(J z_{1}-J x\right)-\left(J z_{2}-J y\right)\right\rangle \geq 0, \tag{3.16}
\end{equation*}
$$

which implies

$$
\left\langle T_{r} y-T_{r} x,\left(J T_{r} x-J x\right)-\left(J T_{r} y-J y\right)\right\rangle \geq 0 .
$$

Hence,

$$
\left\langle T_{r} x-T_{r} y, J T_{r} x-J x\right\rangle \leq\left\langle T_{r} x-T_{r} y, J T_{r} y-J y\right\rangle .
$$

(c) Let $p \in F\left(T_{r}\right)$. Then, $p=T_{r} p$, so we have

$$
\psi(y, p ; p)+\langle A p, y-p\rangle+\varphi(y)-\varphi(p)+\frac{1}{r}\langle y-p, J p-J p\rangle \geq 0, \quad \forall y \in C
$$

it implies that

$$
\psi(y, p ; p)+\langle A p, y-p\rangle+\varphi(y)-\varphi(p) \geq 0, \quad \forall y \in C .
$$

Hence we have $p \in \operatorname{GMEP}(\psi, A, \varphi)$. So $F\left(T_{r}\right) \subset G M E P(\psi, A, \varphi)$. By the same way, we can prove that $G M E P(\psi, A, \varphi) \subset F\left(T_{r}\right)$. Hence we have

$$
\begin{equation*}
F\left(T_{r}\right)=G M E P(\psi, A, \varphi) . \tag{3.17}
\end{equation*}
$$

(d) From (b), we have for $x, y \in C$,

$$
\left\langle T_{r} x-T_{r} y, J T_{r} x-J x\right\rangle \leq\left\langle T_{r} x-T_{r} y, J T_{r} y-J y\right\rangle .
$$

Moreover,

$$
\begin{aligned}
\phi\left(T_{r} x, T_{r} y\right)+\phi\left(T_{r} y, T_{r} x\right) & =2\left\|T_{r} x\right\|^{2}-2\left\langle T_{r} x, J T_{r} y\right\rangle-2\left\langle T_{r} y, J T_{r} x\right\rangle+2\left\|T_{r} y\right\|^{2} \\
& =2\left\langle T_{r} x, J T_{r} x-J T_{r} y\right\rangle+2\left\langle T_{r} y, J T_{r} y-J T_{r} x\right\rangle \\
& =2\left\langle T_{r} x-T_{r} y, J T_{r} x-J T_{r} y\right\rangle
\end{aligned}
$$

and

$$
\begin{aligned}
& \phi\left(T_{r} x, y\right)+\phi\left(T_{r} y, x\right)-\phi\left(T_{r} x, x\right)-\phi\left(T_{r} y, y\right) \\
&=\left\|T_{r} x\right\|^{2}-2\left\langle T_{r} x, J y\right\rangle+\|y\|^{2}+\left\|T_{r} y\right\|^{2}-\left\langle T_{r} y, J x\right\rangle \\
& \quad+\|x\|^{2}-\left\|T_{r} x\right\|^{2}+2\left\langle T_{r} x, J x\right\rangle-\|x\|^{2} \\
& \quad-\left\|T_{r} y\right\|^{2}+2\left\langle T_{r} y, J y\right\rangle-\|y\|^{2} \\
&= 2\left\langle T_{r} x, J x-J y\right\rangle-2\left\langle T_{r} y, J x-J y\right\rangle \\
&= 2\left\langle T_{r} x-T_{r} y, J x-J y\right\rangle .
\end{aligned}
$$

Hence, we have

$$
\begin{align*}
\phi\left(T_{r} x, T_{r} y\right)+\phi\left(T_{r} y, T_{r} x\right) \leq & \phi\left(T_{r} x, y\right)+\phi\left(T_{r} y, x\right) \\
& -\phi\left(T_{r} x, x\right)-\phi\left(T_{r} y, y\right) . \tag{3.18}
\end{align*}
$$

Set $y=q \in F\left(T_{r}\right)$, we obtain

$$
\phi\left(q, T_{r} x\right)+\phi\left(T_{r} x, x\right) \leq \phi(q, x) .
$$

(e) Finally, we show that $\operatorname{GMEP}(\psi, A, \varphi)$ is closed and convex. Observe from (3.18) that

$$
\begin{equation*}
\phi\left(T_{r} x, T_{r} y\right)+\phi\left(T_{r} y, T_{r} x\right) \leq \phi\left(T_{r} x, y\right)+\phi\left(T_{r} y, x\right) . \tag{3.19}
\end{equation*}
$$

Set $y=q \in F\left(T_{r}\right)$, we have

$$
\begin{equation*}
\phi\left(q, T_{r} x\right) \leq \phi(q, x) \tag{3.20}
\end{equation*}
$$

which shows that $T_{r}$ is quasi- $\phi$-nonexpansive. Using Lemma 2.16, it follows that $F\left(T_{r}\right)$ is closed and convex. Consequently by (c), $\operatorname{GMEP}(\psi, A, \phi)$ is closed and convex.

## 4. Convergence analysis

In this section, we prove a strong convergence theorem for finding a common element in the solutions of a system of new generalized mixed equilibrium problem (NGMEP) and the set of fixed points of a countable family of closed and uniformly totally quasi- $\phi$-asymptotically nonexpansive mapping in a uniformly smooth and uniformly convex Banach space.

Theorem 4.1. Let $C$ be a nonempty, closed and convex subset of a uniformly convex and uniformly smooth Banach space E. For any $j=1,2 \ldots m$, let $\psi_{j}: C \times C \times C \rightarrow \mathbb{R}$ satisfy all the conditions of Assumption $A$ and Lemma 3.5 and $\psi_{j}(y, \cdot ; y)$ be continuous, let $A_{j}: C \rightarrow E^{*}$ be a $\kappa$-inverse strongly monotone mapping and $\varphi_{j}: C \rightarrow \mathbb{R} \cup\{+\infty\}$ be a lower semicontinuous and convex function. Let $T_{i}: C \rightarrow C,(i=1,2, \ldots)$ be a countable family of closed and uniformly totally quasi- $\phi$-asymptotically nonexpansive mappings with nonnegative real sequences $\left\{\lambda_{n}\right\},\left\{\mu_{n}\right\}$ such that $\lambda_{n} \rightarrow 0, \mu_{n} \rightarrow 0$ as $n \rightarrow \infty$. Let $\vartheta: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a strictly increasing continuous function with $\vartheta(0)=0$ and asumme $T_{i}$ is uniformly asymptotically regular for all $i \geq 1$ with $\cap_{i=1}^{\infty} F\left(T_{i}\right) \neq \emptyset$ and such that

$$
\Gamma:=\cap_{i=1}^{\infty} F\left(T_{i}\right) \bigcap\left(\cap_{j=1}^{m} \Omega_{j}\right) \neq \emptyset
$$

Let $f: E \rightarrow \mathbb{R}$ be a convex lower semicontinuous mapping with $C \subset \operatorname{int}(D(f))$. Let $\left\{x_{n}\right\}$ be a sequence generated by $x_{0}=x \in C, C_{0}=C, Q_{0}=C$,
$\left\{\begin{array}{l}y_{n, i}=J^{-1}\left(\alpha_{n 0} J x_{n}+\sum_{i=1}^{\infty} \alpha_{n_{i}} J T_{i}^{n} x_{n}\right), \\ z_{n}=J^{-1}\left(\beta_{n} J x_{n}+\left(1-\beta_{n}\right) J y_{n, i}\right), \\ u_{n}=T_{r_{m}}^{\psi_{m}} T_{r_{m-1, n}}^{\psi_{m-1}} \cdots T_{r_{2, n}}^{\psi_{2}} T_{r_{1, n}}^{\psi_{1}} z_{n}, \\ C_{n}=\left\{w \in C_{n-1}: G\left(w, J u_{n}\right) \leq G\left(w, J z_{n}\right) \leq G\left(w, J x_{n}\right)+\gamma_{n}\right\}, n \geq 1, \\ Q_{n}=\left\{w \in Q_{n-1}:\left\langle x_{n}-w, J x-J x_{n}\right\rangle+\rho f(w)-\rho f\left(x_{n}\right) \geq 0\right\}, n \geq 1, \\ x_{n+1}=\pi_{C_{n} \cap Q_{n}}^{f},\end{array}\right.$
where $\gamma_{n}=\sum_{i=1}^{\infty}\left(\lambda_{n} \vartheta \sup \left(G\left(p, J x_{n}\right)\right)+\mu_{n}\right), J: E \rightarrow E^{*}$ is the normalized duality mapping, $\left\{\beta_{n}\right\}$ and $\left\{\alpha_{n_{i}}\right\}_{i=0}^{\infty}$ are sequences in $(0,1)$ such that
(a) $\sum_{i=0}^{\infty} \alpha_{n_{i}}=1, \quad \forall n \geq 0$;
(b) $\limsup _{n \rightarrow \infty} \beta_{n}<1$;
(c) $\liminf _{n \rightarrow \infty} \alpha_{n_{0}} \alpha_{n_{i}}>0, \quad \forall i$;
(d) $\left\{r_{j, n}\right\} \subset[\epsilon, \infty)$, for some $\epsilon>0$.

Then $\left\{x_{n}\right\}$ converges strongly to $\pi_{\Gamma}^{f} x$, where $\pi_{\Gamma}^{f}$ is the generalized $f$-projection of $E$ onto $\Gamma$.
Proof. Define $H(y, z ; z)=\psi(y, z ; z)+\langle A z, y-z\rangle+\varphi(y)-\varphi(z), y \in C$. It is easy to see that $H$ satisfies the conditions of Assumption A and we define $T_{r}^{H}: E \rightarrow C$ by

$$
\begin{equation*}
T_{r}^{H}(x)=\left\{z \in C: H(y, z ; z)+\frac{1}{r}\langle y-z, J z-J x\rangle \geq 0, \forall y \in C\right\} \tag{4.2}
\end{equation*}
$$

Therefore, the NGMEP (2.1) can be rewritten as the problem: find $z \in C$ such that

$$
H(y, z ; z) \geq 0
$$

for all $y \in C$. Furthermore, the resolvent (3.10) reduces to (4.2).
We shall split the rest of the proof into four steps.
Step 1: We first show that $C_{n} \cap Q_{n}$ is closed and convex for each $n \in \mathbb{N}$. From the definition of $Q_{n}$, it is clear that $Q_{n}$ is closed and convex for each $n \in \mathbb{N}$. From the definition of $C_{0}$, it is clear that $C_{0}$ is closed and convex. Suppose $C_{k}$ is closed and convex for a positive integer $k$. For any $w \in C_{k}$, we know that

$$
G\left(w, J u_{k}\right) \leq G\left(w, J x_{k}\right)+\gamma_{k}
$$

is equivalent

$$
\begin{equation*}
2\left\langle w, J u_{k}-J x_{k}\right\rangle \leq\left\|x_{k}\right\|^{2}-\left\|u_{k}\right\|^{2}+\gamma_{k} . \tag{4.3}
\end{equation*}
$$

Hence $C_{k+1}$ is closed and convex. This shows that $C_{n}$ is closed and convex for all $n$. Therefore, the sequence $\left\{x_{n}\right\}$ given by Algorithm (4.1) is well defined.
Step 2: We show that the $\Gamma \subset C_{n} \cap Q_{n}$. Clearly, $\Gamma \subset C_{0}=C$. Assume that $\Gamma \subset C_{n-1}$ for some $n \geq 1$. Let $p \in \Gamma$. Since $u_{n}=\Omega_{n}^{m} z_{n}$, where $\Omega_{n}^{j}=$ $T_{r_{m}}^{\psi_{m}} T_{r_{m-1, n}}^{\psi_{m-1}} \cdots T_{r_{2, n}}^{\psi_{2}} T_{r_{1, n}}^{\psi_{1}}, j=1,2 \ldots m$ and $\Omega_{n}^{0}=I$ then

$$
\begin{align*}
G\left(p, J u_{n}\right)= & G\left(p, J \Omega_{n}^{m} z_{n}\right) \\
\leq & G\left(p, J z_{n}\right) \\
= & G\left(p, \beta_{n} J x_{n}+\left(1-\beta_{n}\right) J y_{n, i}\right) \\
= & \|p\|^{2}-2\left\langle p, \beta_{n} J x_{n}+\left(1-\beta_{n}\right) J y_{n, i}\right\rangle \\
& +\left\|\beta_{n} J x_{n}+\left(1-\beta_{n}\right) J y_{n, i}\right\|^{2}+2 \rho f(p) \\
= & \|p\|^{2}-2 \beta_{n}\left\langle p, J x_{n}\right\rangle-2\left(1-\beta_{n}\right)\left\langle p, J y_{n, i}\right\rangle \\
& +\beta_{n}\left\|x_{n}\right\|^{2}+\left(1-\beta_{n}\right)\left\|y_{n, i}\right\|^{2} \\
& -\beta_{n}\left(1-\beta_{n}\right) g\left(\left\|J x_{n}-J y_{n, i}\right\|\right)+2 \rho f(p) \\
\leq & \beta_{n} G\left(p, J x_{n}\right)+\left(1-\beta_{n}\right) G\left(p, J y_{n, i}\right), \tag{4.4}
\end{align*}
$$

and

$$
\begin{align*}
G\left(p, J y_{n, i}\right)= & G\left(p, \alpha_{n_{0}} J x_{n}+\sum_{i=1}^{\infty} \alpha_{n_{i}} J T_{i}^{n} x_{n}\right) \\
= & \|p\|^{2}-2\left\langle p, \alpha_{n_{0}} J x_{n}+\sum_{i=1}^{\infty} \alpha_{n_{i}} J T_{i}^{n} x_{n}\right\rangle \\
& +\left\|\alpha_{n_{0}} J x_{n}+\sum_{i=1}^{\infty} \alpha_{n_{i}} J T_{i}^{n} x_{n}\right\|^{2}+2 \rho f(p) \\
\leq & \|p\|^{2}-2 \alpha_{n_{0}}\left\langle p, J x_{n}\right\rangle-2 \sum_{i=1}^{\infty} \alpha_{n_{i}}\left\langle p, J T_{i}^{n} x_{n}\right\rangle \\
& +\alpha_{n_{0}}\left\|x_{n}\right\|^{2}+\sum_{i=1}^{\infty} \alpha_{n_{i}}\left\|T_{i}^{n} x_{n}\right\|^{2}+2 \rho f(p) \\
= & \alpha_{n_{0}}\left(\|p\|^{2}-2\left\langle p, J x_{n}\right\rangle+\left\|x_{n}\right\|^{2}+2 \rho f(p)\right) \\
& +\sum_{i=1}^{\infty} \alpha_{n_{i}}\left(\|p\|^{2}-2\left\langle p, J T_{i}^{n} x_{n}\right\rangle+\left\|T_{i}^{n} x_{n}\right\|^{2}+2 \rho f(p)\right) \\
= & \alpha_{n_{0}} G\left(p, J x_{n}\right)+\sum_{i=1}^{\infty} \alpha_{n_{i}} G\left(p, J T_{i} x_{n}\right) \\
= & \alpha_{n_{0}} G\left(p, J x_{n}\right)+\sum_{i=1}^{\infty} \alpha_{n_{i}}\left(G\left(p, J x_{n}\right)+\lambda_{n} \vartheta\left(\left(G p, J x_{n}\right)\right)+\mu_{n}\right) \\
\leq & \alpha_{n_{0}} G\left(p, J x_{n}\right)+\sum_{i=1}^{\infty} G\left(p, J x_{n}\right) \\
& +\sum_{i=1}^{\infty} \alpha_{n_{i}}\left(\lambda_{n} \vartheta\left(G\left(p, J x_{n}\right)\right)+\mu_{n}\right) \\
\leq & G\left(p, J x_{n}\right)+\gamma_{n} . \tag{4.5}
\end{align*}
$$

This shows that $p \in C_{n}$. Since $p \in \Gamma$ is arbitrary, we have $\Gamma \subset C_{n}, \forall n \in \mathbb{N}$.
Next we show by induction that $\Gamma \subset C_{n} \cap Q_{n}$, for all $n \in \mathbb{N}$. From $Q_{0}=C$, we have $\Gamma \subset C_{0} \cap Q_{0}$. Suppose that $\Gamma \subset C_{n} \cap Q_{n}$ for some $n \in \mathbb{N}$. Then there exists $x_{n+1} \in C_{n} \cap Q_{n}$ such that

$$
x_{n+1}=\pi_{C_{n} \cap Q_{n}}^{f} x,
$$

that is,

$$
\left\langle x_{n+1}-w, J x-J x_{n+1}\right\rangle+\rho f(w)-\rho f\left(x_{n+1}\right) \geq 0, \forall n \in C_{n} \cap Q_{n},
$$

it implies that

$$
\left\langle x_{n+1}-p, J x-J x_{n+1}+\rho f(p)-\rho f\left(x_{n+1}\right) \geq 0, \forall p \in \Gamma \subset C_{n} \cap Q_{n} .\right.
$$

This means that

$$
p \in Q_{n+1} .
$$

So, we have $\Gamma \subset Q_{n+1}$. Therefore, we obtain $\Gamma \subset C_{n+1} \cap Q_{n+1}$. Thus, we have that $\Gamma \subset C_{n} \cap Q_{n}$, for all $n \in \mathbb{N}$.
Step 3: We show that the sequence $\left\{x_{n}\right\} \subset C$ is Cauchy and that

$$
\lim _{n \rightarrow \infty} G(p, J x)=a
$$

for some $a \in \mathbb{R}$. Since $f: E \rightarrow \mathbb{R}$ is convex and lower semicontinuous, from Lemma 2.5, we have that there exist $x^{*} \in E^{*}$ and $\alpha \in \mathbb{R}$ such that

$$
f(u) \geq\left\langle u, x^{*}\right\rangle+\alpha, u \in E .
$$

Since $x_{n} \in E$, we have

$$
\begin{aligned}
G\left(x_{n}, J x\right) & =\left\|x_{n}\right\|^{2}-\left\langle x_{n}, J x\right\rangle+\|x\|^{2}+2 \rho f\left(x_{n}\right) \\
& \geq\left\|x_{n}\right\|^{2}-2\left\langle x_{n}, J x\right\rangle+\left\|x_{n}\right\|^{2}+2 \rho\left\langle x_{n}, x^{*}\right\rangle+2 \rho \alpha \\
& =\left\|x_{n}\right\|^{2}-2\left\langle x_{n}, J x-\rho x^{*}\right\rangle+2 \rho \alpha \\
& \geq\left\|x_{n}\right\|^{2}-2\left\|x_{n}\right\|\left\|J x-\rho x^{*}\right\|+2 \rho \alpha \\
& =\left(\left\|x_{n}\right\|-\left\|J x-\rho x^{*}\right\|\right)^{2}+\|x\|^{2}+2 \rho \alpha-\left\|J x-\rho x^{*}\right\|^{2} .
\end{aligned}
$$

For any $p \in \Gamma$, we have from $x_{n+1}=\pi_{C_{n} \cap Q_{n}}^{f} x_{0}$, that

$$
\left(\left\|x_{n}\right\|-\left\|J x-\rho x^{*}\right\|\right)^{2}+\|x\|^{2}+2 \rho \alpha-\left\|J x-\rho x^{*}\right\|^{2} \leq G\left(x_{n}, J x\right) \leq G(p, J x) .
$$

That is,

$$
\begin{aligned}
\left(\left\|x_{n}\right\|-\left\|J x-\rho x^{*}\right\|\right)^{2} & \leq G(p, J x)-\|x\|^{2}-2 \rho \alpha+\left\|J x-\rho x^{*}\right\|^{2} \\
& \leq G(p, J x)+\left\|J x-\rho x^{*}\right\|^{2} .
\end{aligned}
$$

This implies that $\left\{x_{n}\right\}$ is bounded. Consequently $\left\{G\left(x_{n}, J x\right)\right\},\left\{y_{n, i}\right\},\left\{u_{n}\right\}$ and $\left\{z_{n}\right\}$ are bounded. Since $x_{n+1}=\pi_{C_{n} \cap Q_{n}}^{f} x \in C_{n} \cap Q_{n}$ and $x_{n} \in \pi_{Q_{n}}^{f} x$, we have

$$
G\left(x_{n}, J x\right) \leq G\left(x_{n+1}, J x\right), \forall n \in \mathbb{N}
$$

Therefore, $\left\{G\left(x_{n}, J x\right)\right\}$ is nondecreasing. So there exists $a \in \mathbb{R}$ such that $\lim _{n \rightarrow \infty} G\left(x_{n}, J x\right)=a$. Using $x_{n}=\pi_{Q_{n}}^{f} x$ and Lemma 2.8, for any given $m \in \mathbb{N}$, we have

$$
\phi\left(x_{n+m}, x_{n}\right) \leq G\left(x_{n+m}, J x\right)-G\left(x_{n}, J x\right), \forall n \in \mathbb{N} .
$$

Letting $n \rightarrow \infty$ in the above, we obtain $\phi\left(x_{n+m}, x_{n}\right) \rightarrow 0, \forall m \geq 1$. By Lemma 2.9, we obtain

$$
\lim _{n \rightarrow \infty}\left\|x_{n+m}-x_{n}\right\|=0
$$

for all $m \in \mathbb{N}$. This implies $\left\{x_{n}\right\}$ is a Cauchy sequence in $C$. Without loss of generality, we can assume $\lim _{n \rightarrow \infty} x_{n}=\bar{x}$.
Step 4: Next we show that

$$
\bar{x} \in\left(\cap_{i=1}^{\infty} F\left(T_{i}\right)\right) \bigcap\left(\cap_{j=1}^{m} \Omega_{j}\right)
$$

First, we show that $\bar{x} \in\left(\cap_{i=1}^{\infty} F\left(T_{i}\right)\right)$. Taking $m=1$ in Step 3, we have

$$
\lim _{n \rightarrow \infty} \phi\left(x_{n+1}, x_{n}\right)=0
$$

By Lemma 2.9, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n+1}-x_{n}\right\|=0 \tag{4.6}
\end{equation*}
$$

Note that since $\left\{x_{n}\right\}$ is bounded, $\gamma_{n} \rightarrow 0$ as $n \rightarrow \infty$. Since $x_{n+1}=\pi_{C_{n} \cap Q_{n}}^{f} x \in$ $C_{n} \cap Q_{n} \subset C_{n}$, we obtain by the definition of $C_{n}$, that

$$
\begin{aligned}
G\left(x_{n+1}, J u_{n}\right) \leq & G\left(x_{n+1}, J x_{n}\right)+\gamma_{n} \\
= & \left\|x_{n+1}\right\|^{2}-2\left\langle x_{n+1}, J x_{n}\right\rangle \\
& +\left\|x_{n}\right\|^{2}+2 \rho f\left(x_{n+1}\right)+\gamma_{n} \\
= & \phi\left(x_{n+1}, x_{n}\right)+2 \rho f\left(x_{n+1}\right)+\gamma_{n}
\end{aligned}
$$

Hence, we have

$$
\phi\left(x_{n+1}, u_{n}\right) \leq \phi\left(x_{n+1}, x_{n}\right)+\gamma_{n} .
$$

Taking limit $n \rightarrow \infty$, we obtain $\phi\left(x_{n+1}, u_{n}\right) \rightarrow 0$, as $n \rightarrow \infty$ and by Lemma 2.9, we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n+1}-u_{n}\right\|=0 \tag{4.7}
\end{equation*}
$$

It follows immediately by using triangular inequality on (4.6) and (4.7), that

$$
\lim _{n \rightarrow \infty}\left\|x_{n}-u_{n}\right\|=0
$$

Since $J$ is norm-to-norm continuous on bounded subsets of $E$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|J x_{n}-J u_{n}\right\|=0 \tag{4.8}
\end{equation*}
$$

Taking $T_{0}=I$ (Identity element), we have from Lemma 2.7, that

$$
\begin{align*}
G\left(p, J y_{n, i}\right)= & G\left(p, \alpha_{n_{0}} J x_{n}+\sum_{i=1}^{\infty} \alpha_{n_{i}} J T_{i}^{n} x_{n}\right) \\
= & \|p\|^{2}-2\left\langle p, \alpha_{n_{0}} J x_{n}+\sum_{i=1}^{\infty} \alpha_{n_{i}} J T_{i}^{n} x_{n}\right\rangle \\
& +\left\|\alpha_{n_{0}} J x_{n}+\sum_{i=1}^{\infty} \alpha_{n_{i}} J T_{i}^{n} x_{n}\right\|^{2}+2 \rho f(p) \\
\leq & \|p\|^{2}-2 \sum_{i=0}^{\infty} \alpha_{n_{i}}\left\langle p, J T_{i}^{n} x_{n}\right\rangle+\sum_{i=0}^{\infty} \alpha_{n_{i}}\left\|J T_{i}^{n} x_{n}\right\|^{2} \\
& -\alpha_{n_{i}} \alpha_{n_{j}} g\left(\left\|J T_{i}^{n} x_{n}-J T_{j}^{n} x_{n}\right\|\right) \\
= & \sum_{i=0}^{\infty} \alpha_{n_{i}} G\left(p, J T_{i}^{n} x_{n}\right)-\alpha_{n_{i}} \alpha_{n_{j}} g\left(\left\|J T_{i}^{n} x_{n}-J T_{j}^{n} x_{n}\right\|\right) . \tag{4.9}
\end{align*}
$$

Substituting (4.9) in (4.4), we have

$$
\begin{aligned}
G\left(p, J u_{n}\right) \leq & \beta_{n} G\left(p, J x_{n}\right) \\
& +\left(1-\beta_{n}\right)\left[G\left(p, J x_{n}\right)+\gamma_{n}-\alpha_{n_{i}} \alpha_{n_{j}} g\left(\left\|J T_{i}^{n} x_{n}-J T_{j}^{n} x_{n}\right\|\right)\right]
\end{aligned}
$$

which implies

$$
\begin{aligned}
& \left(1-\beta_{n}\right) \alpha_{n_{i}} \alpha_{n_{j}} g\left(\left\|J T_{i}^{n} x_{n}-J T_{j}^{n} x_{n}\right\|\right) \\
& \leq \beta_{n} G\left(p, J x_{n}\right)+\left(1-\beta_{n}\right) G\left(p, J x_{n}\right)+\gamma_{n}\left(1-\beta_{n}\right)-G\left(p, J u_{n}\right) \\
& \leq G\left(p, J x_{n}\right)-G\left(p, J u_{n}\right)+\gamma_{n}\left(1-\beta_{n}\right) .
\end{aligned}
$$

Taking $j=0$, for any $i$, we have

$$
\begin{align*}
& \left(1-\beta_{n}\right) \alpha_{n_{0}} \alpha_{n_{j}} g\left(\left\|J T_{i}^{n} x_{n}-J x_{n}\right\|\right) \\
& \leq G\left(p, J x_{n}\right)-G\left(p, J u_{n}\right)+\gamma_{n}\left(1-\beta_{n}\right) . \tag{4.10}
\end{align*}
$$

Since

$$
\begin{aligned}
G\left(p, J x_{n}\right)-G\left(p, J u_{n}\right) & =\left\|x_{n}\right\|^{2}-\left\|u_{n}\right\|^{2}+2\left\langle p, J x_{n}-J u_{n}\right\rangle \\
& \leq\left\|x_{n}-u_{n}\right\|\left(\left\|x_{n}\right\|+\left\|u_{n}\right\|\right)+2\|p\|\left\|J x_{n}-J u_{n}\right\|,
\end{aligned}
$$

we have from $\left\|x_{u}-u_{n}\right\| \rightarrow 0$ and $\left\|J x_{n}-J u_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$, that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\{G\left(p, J x_{n}\right)-G\left(p, J u_{n}\right)\right\}=0, \tag{4.11}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\{\phi\left(p, x_{n}\right)-\phi\left(p, u_{n}\right)\right\}=0 . \tag{4.12}
\end{equation*}
$$

Hence, from condition (b), (4.10) and (4.11), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\{g\left(\left\|J T_{i}^{n} x_{n}-J x_{n}\right\|\right)=0\right\} \tag{4.13}
\end{equation*}
$$

Since $g$ is continuous and strictly increasing, $g(0)=0$ and $J^{-1}$ is uniformly norm-to-norm continuous on any bounded subset of $E$, we obtain for each $i$, that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|T_{i}^{n} x_{n}-x_{n}\right\|=0 \tag{4.14}
\end{equation*}
$$

Now,

$$
\begin{equation*}
\left\|T_{i}^{n} x_{n}-\bar{x}\right\| \leq\left\|T_{i}^{n} x_{n}-x_{n}\right\|+\left\|x_{n}-\bar{x}\right\| \rightarrow 0, \text { as } n \rightarrow \infty . \tag{4.15}
\end{equation*}
$$

Using this and the uniformly asymptotically regularity of $T$, we have

$$
\begin{equation*}
\left\|T_{i}^{n+1} x_{n}-\bar{x}\right\| \leq\left\|T_{i}^{n+1} x_{n}-T_{i}^{n} x_{n}\right\|+\left\|T_{i}^{n} x_{n}-\bar{x}\right\| \rightarrow 0, \text { as } n \rightarrow \infty \tag{4.16}
\end{equation*}
$$

That is $T_{i}^{n+1} x_{n}=T_{i}\left(T_{i}^{n}\right) x_{n} \rightarrow \bar{x}$ as $n \rightarrow \infty$. From $T_{i} x_{n} \rightarrow \bar{x}$ as $n \rightarrow \infty$ and the closedness of $T_{i}$, we obtain $\bar{x}=T_{i} \bar{x}$, for each $i$. We see that $\bar{x} \in F\left(T_{i}\right)$ for all $i$, which implies $\bar{x} \in \bigcap_{i=1}^{\infty} F\left(T_{i}\right)$.

Next, we show that $\bar{x} \in\left(\bigcap_{j=1}^{m} \Omega_{j}\right)$. From $u_{n}=\Omega_{n}^{m} z_{n}$, where $\Omega_{n}^{j}=T_{r_{j, n}}^{\psi_{j}} T_{r_{j-1, n}}^{\psi_{j-1}} \cdots T_{r_{2, n}}^{\psi_{2}} T_{r_{1, n}}^{\psi_{1}}$, we get that

$$
\begin{aligned}
\phi\left(p, u_{n}\right) & =\phi\left(p, \Omega_{n}^{m} z_{n}\right) \\
& \leq \phi\left(p, \Omega_{n}^{m-1} z_{n}\right) \\
& \leq \phi\left(p, \Omega_{n}^{m-2} z_{n}\right) \\
& \vdots \\
& \leq \phi\left(p, \Omega_{n}^{j} z_{n}\right) .
\end{aligned}
$$

Using Lemma 3.5 (d), it follows that

$$
\begin{aligned}
\phi\left(\Omega_{n}^{j} z_{n}, z_{n}\right) & \leq \phi\left(p, z_{n}\right)-\phi\left(p, \Omega_{n}^{j} z_{n}\right) \\
& \leq \phi\left(p, x_{n}\right)-\phi\left(p, \Omega_{n}^{j} z_{n}\right) \\
& =\phi\left(p, x_{n}\right)-\phi\left(p, u_{n}\right)
\end{aligned}
$$

By equation (4.12), we have that $\phi\left(\Omega_{n}^{j} z_{n}, z_{n}\right) \rightarrow 0$, as $n \rightarrow \infty$. Using Lemma 2.9, we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\Omega_{n}^{j} z_{n}-z_{n}\right\|, \forall j=1,2 \cdots m \tag{4.17}
\end{equation*}
$$

Since $x_{n+1}=\pi_{C_{n} \cap Q_{n}}^{f} x \in C_{n} \cap Q_{n} \subset C_{n}$, it follows that

$$
G\left(x_{n+1}, J z_{n}\right) \leq G\left(x_{n+1}, J x_{n}\right)+\gamma_{n},
$$

which is equivalent to

$$
\phi\left(x_{n+1}, z_{n}\right) \leq \phi\left(x_{n+1}, x_{n}\right)+\gamma_{n} .
$$

Therefore, by using Lemma 2.9 and the boundedness of $\left\{x_{n}\right\}$, we obtain

$$
\lim _{n \rightarrow \infty}\left\|x_{n+1}-z_{n}\right\|=0
$$

We can easily obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-z_{n}\right\|=0 \tag{4.18}
\end{equation*}
$$

using triangular inequality on $\left\|x_{n}-z_{n}\right\|$ and applying (4.6) and (4.18).
Since $x_{n} \rightarrow \bar{x}$ and $\left\|x_{n}-z_{n}\right\| \rightarrow 0$, we obtain $z_{n} \rightarrow \bar{x}$ as $n \rightarrow \infty$. We have therefore by (4.17) and triangular inequality, that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\bar{x}-\Omega_{n}^{j} z_{n}\right\| \leq \lim _{n \rightarrow \infty}\left(\left\|\Omega_{n}^{j} z_{n}-z_{n}\right\|+\left\|z_{n}-\bar{x}\right\|\right)=0 \tag{4.19}
\end{equation*}
$$

for all $j=1,2 \cdots m$. Consequently,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\Omega_{n}^{j} z_{n}-\Omega_{n}^{j-1} z_{n}\right\|=0, \forall j=1,2 \cdots, m \tag{4.20}
\end{equation*}
$$

Since $\left\{r_{j, n}\right\} \in[\epsilon, \infty)$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left\|\Omega_{n}^{j} z_{n}-\Omega_{n}^{j-1} z_{n}\right\|}{r_{j, n}}=0 \tag{4.21}
\end{equation*}
$$

Noticing that $u_{n}=T_{r_{j, n}}^{\psi_{j}} T_{r_{j-1, n}}^{\psi_{j-1}} \cdots T_{r_{2, n}}^{\psi_{2}} T_{r_{1, n}}^{\Psi_{1}} z_{n}$, we have

$$
H_{j}\left(y, \Omega_{n}^{j} z_{n} ; \Omega_{n}^{j} z_{n}\right)+\frac{1}{r_{j, n}}\left\langle y-\Omega_{n}^{j} z_{n}, J \Omega_{n}^{j} z_{n}-J \Omega_{n}^{j-1} z_{n}\right\rangle \geq 0, \forall y \in C
$$

for any $j$. Using the generalized relaxed $\alpha$-monotonicity of $H_{j}$ for each $j$, we obtain

$$
\begin{aligned}
\left\|y-\Omega_{n}^{j} z_{n}\right\| \frac{\left\|J \Omega_{n}^{j} z_{n}-J \Omega_{n}^{j-1} z_{n}\right\|}{r_{j, n}} & \geq \frac{1}{r_{j, n}}\left\langle y-\Omega_{n}^{j} z_{n}, J \Omega_{n}^{j} z_{n}-J \Omega_{n}^{j-1} z_{n}\right\rangle \\
& \geq-H_{j}\left(y, \Omega_{n}^{j} z_{n} ; \Omega_{n}^{j-1} z_{n}\right) \\
& \geq \alpha_{j}\left(\Omega_{n}^{j} z_{n}, y\right)-H_{j}\left(y, \Omega_{n}^{j} ; y\right) .
\end{aligned}
$$

Taking $n \rightarrow \infty$ in the above inequality and (4.21), we get

$$
\alpha_{j}(\bar{x}, y)-H_{j}(y, \bar{x} ; y) \leq 0, \forall y \in C .
$$

For $t \in(0,1]$ and $y \in C$, set $y_{t}=t y+(1-t) \bar{x}$. Then $y_{t} \in C$, therefore

$$
\alpha_{j}\left(\bar{x}, y_{t}\right)-H_{j}\left(y_{t}, \bar{x} ; y_{t}\right) \leq 0,
$$

it implies that,

$$
\begin{aligned}
\alpha_{j}\left(\bar{x}, y_{t}\right) & \leq H_{j}\left(y_{t}, \bar{x} ; y_{t}\right) \\
& \leq t H_{j}(y, \bar{x} ; y)+(1-t) H_{j}\left(\bar{x}, \bar{x} ; y_{t}\right) \\
& =t H_{j}\left(y, \bar{x} ; y_{t}\right)
\end{aligned}
$$

Hence, we have

$$
\begin{equation*}
H_{j}\left(y, \bar{x} ; y_{t}\right) \geq \frac{\alpha_{j}\left(\bar{x}, y_{t}\right)}{t} \tag{4.22}
\end{equation*}
$$

Since $\psi(y, x ; \cdot)$ is hemicontinuous, taking $t \rightarrow 0$, we obtain

$$
H_{j}(y, \bar{x} ; \bar{x}) \geq 0 .
$$

Hence $\bar{x} \in\left(\cap_{j=1}^{m} \Omega_{j}\right)$. Therefore, $\bar{x} \in \Gamma=\left(\cap_{j=1}^{m} \Omega_{j}\right) \cap\left(\cap_{i=1}^{\infty} F\left(T_{i}\right)\right)$.

## 5. Some consequences of main results

In this section, we give some consequences of our main Theorem 4.1. We have the following result with $A=0, \varphi=0$.
Corollary 5.1. Let C be a nonempty, closed and convex subset of a uniformly convex and uniformly smooth Banach space $E$. For any $j=1,2 \ldots m$, let $\psi_{j}$ : $C \times C \times C \rightarrow \mathbb{R}$ satisfy all the conditions of Assumption $A$ and Lemma 3.5 and $\psi_{j}(y, \cdot ; y)$ be continuous. Let $T_{i}: C \rightarrow C,(i=1,2, \ldots)$ be a countable family of closed and uniformly totally quasi- $\phi$-asymptotically nonexpansive mapping with nonnegative real sequences $\left\{\lambda_{n}\right\},\left\{\mu_{n}\right\}$ such that $\lambda_{n} \rightarrow 0, \mu_{n} \rightarrow 0$ as $n \rightarrow \infty$. Let $\vartheta: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a strictly increasing continuous function with $\vartheta(0)=0$ and asumme $T_{i}$ is uniformly asymptotically regular for all $i \geq 1$ with $\cap_{i=1}^{\infty} F\left(T_{i}\right) \neq \emptyset$ and such that

$$
\Gamma=\cap_{i=1}^{\infty} F\left(T_{i}\right) \bigcap\left(\cap_{j=1}^{m} \Omega_{j}\right) \neq \emptyset .
$$

Let $f: E \rightarrow \mathbb{R}$ be a convex lower semicontinuous mapping with $C \subset \operatorname{int}(D(f))$. Let $\left\{x_{n}\right\}$ be a sequence generated by $x_{0}=x \in C, C_{0}=C, Q_{0}=C$,

$$
\left\{\begin{array}{l}
y_{n, i}=J^{-1}\left(\alpha_{n_{0}} J x_{n}+\sum_{i=1}^{\infty} \alpha_{n_{i}} J T_{i}^{n} x_{n}\right),  \tag{5.1}\\
z_{n}=J^{-1}\left(\beta_{n} J x_{n}+\left(1-\beta_{n}\right) J y_{n, i}\right), \\
u_{n}=T_{r_{m}}^{\psi_{m}} T_{r_{m-1}, n}^{\psi_{m-1}} \cdots T_{r_{2, n}}^{\psi_{2}} T_{r_{1}, n}^{\psi_{1}} z_{n}, \\
C_{n}=\left\{w \in C_{n-1}: G\left(w, J u_{n}\right) \leq G\left(w, J z_{n}\right) \leq G\left(w, J x_{n}\right)+\gamma_{n}\right\}, n \geq 1, \\
Q_{n}=\left\{w \in Q_{n-1}:\left\langle x_{n}-w, J x-J x_{n}\right\rangle+\rho f(w)-\rho f\left(x_{n}\right) \geq 0\right\}, n \geq 1, \\
x_{n+1}=\pi_{C_{n} \cap Q_{n}}^{f},
\end{array}\right.
$$

where $\gamma_{n}=\sum_{i=1}^{\infty}\left(\lambda_{n} \vartheta \sup \left(G\left(p, J x_{n}\right)\right)+\mu_{n}\right), J: E \rightarrow E^{*}$ is the normalized duality mapping, $\beta_{n}$ and $\left\{\alpha_{n_{i}}\right\}_{i=0}^{\infty}$ are sequences in $[0,1]$ such that
(a) $\sum_{i=0}^{\infty} \alpha_{n_{i}}=1, \quad \forall n \geq 0$;
(b) $\limsup \beta_{n}<1$;
(c) $\liminf _{n \rightarrow \infty} \alpha_{n_{0}} \alpha_{n_{i}}>0, \quad \forall i$;
(d) $\left\{r_{j, n}^{n \rightarrow \infty}\right\} \subset[\epsilon, \infty)$, for some $\epsilon>0$.

Then, $\left\{x_{n}\right\}$ converges strongly to $\pi_{\Gamma}^{f} x$, where $\pi_{\Gamma}^{f}$ is the generalized $f$-projection of $E$ onto $\Gamma$.

The following result coincides with Theorem 4.1 given in [23], with $T_{i}$ being quasi- $\phi$-nonexpansive for all $i, A=0, \varphi=0$ and $\gamma_{n}=0$ in Theorem 4.1.

Corollary 5.2. Let $C$ be a nonempty, closed and convex subset of a uniformly convex and uniformly smooth Banach space $E$. For any $j=1,2 \ldots m$, let $\psi_{j}: C \times C \times C \rightarrow \mathbb{R}$ satisfy all the conditions of Assumption $A$ and Lemma 3.5 and $\psi_{j}(y, \cdot ; y)$ be continuous. Let $T_{i}: C \rightarrow C,(i=1,2, \ldots)$ be a countable family of closed quasi- $\phi$-nonexpansive mapping. Assume

$$
\Gamma=\cap_{i=1}^{\infty} F\left(T_{i}\right) \bigcap\left(\cap_{j=1}^{m} \Omega_{j}\right) \neq \emptyset
$$

Let $f: E \rightarrow \mathbb{R}$ be a convex lower semicontinuous mapping with $C \subset \operatorname{int}(D(f))$. Let $\left\{x_{n}\right\}$ be a sequence generated by $x_{0}=x \in C, C_{0}=C, Q_{0}=C$,

$$
\left\{\begin{array}{l}
y_{n}=J^{-1}\left(\alpha_{n_{0}} J x_{n}+\sum_{i=1}^{\infty} \alpha_{n_{i}} J T_{i} x_{n}\right)  \tag{5.2}\\
z_{n}=J^{-1}\left(\beta_{n} J x_{n}+\left(1-\beta_{n}\right) J y_{n}\right) \\
u_{n}=T_{r_{m}}^{\psi_{m}} T_{r_{m-1, n}}^{\psi_{m-1}} \cdots T_{r_{2, n}}^{\psi_{2}} T_{r_{1, n}}^{\psi_{1}} z_{n} \\
C_{n}=\left\{w \in C_{n-1}: G\left(w, J u_{n}\right) \leq G\left(w, J z_{n}\right) \leq G\left(w, J x_{n}\right)\right\}, n \geq 1 \\
Q_{n}=\left\{w \in Q_{n-1}:\left\langle x_{n}-w, J x-J x_{n}\right\rangle+\rho f(w)-\rho f\left(x_{n}\right) \geq 0\right\}, n \geq 1 \\
x_{n+1}=\pi_{C_{n} \cap Q_{n}}^{f}
\end{array}\right.
$$

where $J: E \rightarrow E^{*}$ is the normalized duality mapping, $\beta_{n}$ and $\left\{\alpha_{n_{i}}\right\}_{i=0}^{\infty}$ are sequences in $[0,1]$ such that
(a) $\sum_{i=0}^{\infty} \alpha_{n_{i}}=1, \quad \forall n \geq 0$;
(b) $\limsup _{n \rightarrow \infty} \beta_{n}<1$;
(c) $\liminf _{n \rightarrow \infty} \alpha_{n_{0}} \alpha_{n_{i}}>0, \quad \forall i$;
(d) $\left\{\begin{aligned} n \rightarrow \infty \\ r_{j, n}\end{aligned}\right\} \subset[\epsilon, \infty)$, for some $\epsilon>0$.

Then, $\left\{x_{n}\right\}$ converges strongly to $\pi_{\Gamma}^{f} x$, where $\pi_{\Gamma}^{f}$ is the generalized $f$-projection of $E$ onto $\Gamma$.

## 6. Conclusion

This work aimed at theoretically and analytically study the existence of solutions for new generalized mixed equilibrium problem (NGMEP) under relaxed $\alpha$-monotonicity in real uniformly smooth and uniformly convex Banch space. We proposed an iterative algorithm for approximating a common element in the solution of the NGMEP and fixed point set of a countable family of totally quasi- $\phi$-asymptotically nonexpansive mapping. Our results generalize the one considered in [23] and many other related results in literature.
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