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1. INTRODUCTION

In the fixed point technique (Banach’s fixed point theorem), the controlla-
bility problem is converted to a fixed point problem for an applicable nonlinear
operator in a function space. An important part of this attitude is to guarantee
the solvability of an invariant subset for this operator. Through the Banach
fixed point result, we can get a unique solution of some nonlinear equations
if we convert it into the operator form, which is a contraction operator in a
complete metric space. In the past, a number of attempts have been made to
generalize the contraction condition and a survey has been done by Rhoades
[17]) till 1977 work.

In this direction, a new control function, named as a simulation function
is designed by Khojasteh et al. [12], which is slightly modified and enlarged
by Roldan-Lpez-de-Hierro et al [19]. Very recently, Hazarika et al. [9] has
modified this notion and introduce the modified simulation function.

Definition 1.1. ([9]) The set of modified simulation functions, © is a class of
functions 0 : Ry x Ry — R under following conditions:

(61) 0(¢,¢) < ¢ —¢& forall ¢,& > 0;
(02) if {&,} and {(,} are the sequences in (0, 00) such that nh_)rrolo &n=a>0

and lim ¢, = 8 > 0, then limsup 6(&,,(,) < 8 — a.
n—oo n—00

We fix the notion for the set of all fixed (common and coincidence) points of
a self-mapping P ( and self-mapping Q) on a set = # () is denoted by Fiz(P)
(CFP(P,Q) and CP(P, Q)).

2. MAIN RESULTS

2.1. A supplementary result. First, we prove the following result which is
essential to accomplish the main results later.

Lemma 2.1. Let (2, d) be a metric space, P, Q,S,T : E — E be the operators
satisfying the following conditions;

(a) T(E) 2 P(E), S(E) 2 QE);

(b) for all p,q € E,

0[d(Pp, Qq), A(p, )] = 0, (2.1)
where
_ d(Sp, Tq),d(Pp,Sp),d(Qq, Tq),
Ap.g) = max{ 31d(Qq, Sp) + d(Pp, Tq)] } (2:2)

and 6 € ©. Then, for all po € E, {yn} is a Cauchy sequence with
@2n = Ppon = TpP2n+1,  @2n-1 = Dpan—1 = Spon.
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Proof. Letting p = p2, and ¢ = pap+1 in (2.2), we obtain

A(p2n7 p2n+1)

— max { d(szn, Tp2n+1>7 d(szm Sp2n)a d( Qp2n+17 Tp2n+1)a }
%[d(QPQTL—Hy Sp2n) + d(PPZna Tp2n+1)]

— max { d(an—h Q2'n«>7 d(q2n7 QQn—l), d(QQ’n—i—la an)a
$d(g2n+1, @2n—-1) + d(g2n, g20)]

= max { d(QQn—la q2n)7 d(q2n+1> q2n) } : (23)

Similarly,

A(pan, pon—1) = max{d(gan—1,92n—2), d(q2n,q2n—1)}-

Obviously, when n > 1, g2, = qan—1 Or @21, = G2n+1, then, from (2.1), {g,} is
a constant sequence and so it is a Cauchy sequence.
Suppose for each n > 1, ¢, # ¢n—1. Owing (2.1) and (2.3), we have

0 < 0[d(Ppan, Qpan+1), A(p2n, P2nt1)] (2.4)
= 0[d(g2n: @2n+1); A(P2n; P2n+1)]
< 0[d(q2n, 92n+1), max{d(gan—1, g2n), d(q2n+1, g2n) })]-
If d(qan—1,q2n) < d(g2n+1,g2n) for each n > 1, then, from (2.4), we have

0< G[d(QZn, q2n+1)a d(q2n+1a q2n)}
< d(q2n; @2n+1) — d(g2n+1, @2n)

which is a contradiction. Thus

d(QZTw q2n+1) S d(q2n—1a q2n)

for each n > 1. Similarly, from (2.4), we have

d(q2n+1, @2n+2) < d(q2n; G2n+1)-
So, it follows that, for each n > 1,

d(Q?u Qn-‘rl) S d(Qn—la Qn)-

Put o,, = d(¢n,qn+1). Then the sequence {0, } is non-decreasing. Therefore,
we can infer that

lim o, = 0.

n—oo

Now, we claim that ¢ = 0. On contrary let o > 0. Starting with some
n = ng > 1. Therefore, using the condition (62), it follows that, for each
n > no,
0 <limsupf[o,,0n-1] <0—0=0,

n—o0
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which is a contradiction. Then we conclude that

lim o, = 0. (2.5)

n—oo

Now, we claim that {g,} is a Cauchy sequence. It is enough to show that
{q2n} is a Cauchy sequence. On the contrary, suppose that {g2,} is not a
Cauchy sequence. Following [13, Lemma 2.1], there exits ¢ > 0 and two
sequences {j(¢)} and {k({)}, with k(¢) > j(¢) > £ achieving d(qaj(), Gax(r));
d}(IQQk(g)+1, @2j(0)—1) and d(qak(e), 92j(0)—1) — € as £ — oo. Further, we conclude
that

d(qar(0)s Gor(e)+1) + d(@2r(e)115 G25(0))
= d(qar(e), P2r0)+1) T A(LP2r(e)> PP2j(e)-1)
> d(qar(0)> 92(¢))-

Put p = paj(p)—1 and q = poy(y) in (2.1), we obtain

0< H[d(,PPQj(K)fb Qka(é))a A(p2j(€)fl7p2k(€)>]
= H[d((bj(é)fh Q2k(£))7 A(P2j(£)717]92k(€))]7 (2.6)

where

A(PQj(z)—l ) P2k(z))

d(8p2j(2)717 szk(@))7 d(PPQj(é)A, Sp2j(£)71)7
= max d(@par(e), TP2r@)),
5[d(Qpor(ey, SP2j0)-1) + A(Pp2j0)-1, TP2r(e))]

_ max{ d(QQj(E)ffaQZk(Z)71)>d(Q2j(€)fluQQj(Z)72)ud(QQk(Z):QWc(Z)fl)v } (2.7)
21d(@2r(0)s G2j(0)—2) + d(q2(0)-1, G2r(0)-1)]

Passing the limit as £ — oo in (2.7), we have
eliglo A(p2j(2)717p2k(€)) = max{e, ¢, 0, %(6 +e)}t=e

Passing the limit as £ — oo in (2.6) and using the condition (#2), we conclude
that

0 < limsup 0[d(q2j(r)—1, G2x(¢))s MP2j(0)=15 P2r(e))]

{—00

<e—e=0,

which is a contradiction. Hence, {¢,} is a Cauchy sequence. This completes
the proof. O



Fixed point theorems for the modified simulation function 141

2.2. Common fixed point for two pairs of mappings. Let (Z,d) be a
metric space and P, Q : E — = be operators. The mapping (P, Q) is said to
be
(1) compatible if lim,, oo d(PQsp, QPs,) = 0, when there exist a sequence
{sn} such that

lim Ps,, = lim Qs, = s
n—oo n—oo

for some s € Z;
(2) weakly compatible if
PQs = QPs
whenever Ps = Os.
Theorem 2.2. Suppose that (Z,d) is a metric space, P,Q,S,T : E — = are
operators, O € © satisfying (a), (b) of Lemma 2.1 and
(c) one of S(E), T(2), P(E) or Q(E) is a complete subspace of =.
Thenn e CP(P,S)NCP(Q,T), forn e E. In addition, if
(d) the (P,S) and (Q,T) are weakly compatible,
then CFP(P,Q,S,T) is unique in =.

Proof. Start with completeness of S(Z). Then there exists n € S(Z) such that
Gon—1 = Sp2n = Qpon—1 — M as n — 00,
This implies that we can find ¥ € = such that
SY=n. (2.8)

Now, we propose that PY¥ = n. Suppose d(P3J,n) > 0. Using (2.1) and
2.8),
0 S H[d(P’ﬁ7 Qpanl)aA(ﬁaPQTL*l)]’ (29)

d(SY, Tpan—1), d(PY,SY), d(Qpan—1, T pan—1), }
51d(Qpan—1,80) + d(PY, Tpan-—1)]

d(n, @2n—2), d(P9,n), d(g2n—1,92n—2),
= . 2.10
max{ Hd(q2n—1,m) + d(AD, gon2)] (2.10)

Letting n — oo in (2.10) and using (2.5),
nh_)rgo A9, pan—1) = d(P9I,n)
and hence, from (2.9) and the condition (63),
0 < limsup 0[d(PV, Qp2n-1), A(Y, pan—1)]

n—oo
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which is a contradiction. Thus we have Py = n. Sincen = P € AE) C T(2),
there occurs v € Z satisfying n = Tv.
Now, we claim that Qv = 7. Using (2.1) and the condition (), we attain

0 < 0[d(PV, Qu), A(V,v))]
B d(SY, Tv),d(PvY,S9),d(Qu, Tv),
=0 [d(ﬁ’ Q) max{ Ld(Qu, 8Y) + d(PY, Tv)) H
= 0[d(n, Qu),d(Qv, n)]
d(n, Qv) —d(n, Qv)
=0,

which is a contradiction and hence Qv = 7. Thus, on summarizing this, we
arrive at

,P’lg:Sﬂ:??, QV:TV:n>

that is, n € CP(P,S)NCP(Q,T), for n € E.
Similarly, we can conclude if one of 7(Z), P(Z) or Q(E) is a complete
subspace of Z. Further, by the weakly compatibility of (73 S), we have

Py =PSH = SPI = Sn

and hence n € CP(P,S).
To prove Pn = 1. Let Pn # n. It follows from (2.1) and the condition (6;)
that

0 < 0[d(Pn, Qv), ( V)]
= 0[d(Pn, n), An,

9[ (Pn, Qv), max dSmTv d(Pn,Sn),d(Qv, Tv), }]

d(Qu,S8n) + d(Pn, Tv)]

= 0[d(Pn,n),d(Pn,n)]
< d(Pn,n) — d(Pn,n)
=0,

which is a contradiction and hence Pn = n. Since Pn = Sn = n, it follows
that n € CFP(P,S).

Similarly, if @ and T are weakly compatible, we propose that n € CFP(Q,T).
Finally, let p € = be a different common fixed point of P, Q,S and T with
p # n. Using the condition (6;),
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0 < 0[d(Pn, Qu), A(n, )]

= ot { AT AP S0 i
)]
1)

= 0[d(n, p), d(n,

< d(n,p) —d(n, p
=0
and hence the result follows by the contradiction. O

3. CONSEQUENCES OF THEOREM 2.2

Some very interesting fixed point results can be derived from the condition
(2.1) of Theorems 2.2, on various form of functions § € ©. We state just a few
examples as corollaries (where A(u,v) is given in (2.2)) out of which some of
them are new and rest of them include existing results of the literature.

Corollary 3.1. (Generalization of [6]) Let all of the conditions of Theorem
2.2 except the condition (b) is replaced by the following condition:

d(Pp, Qq) < X A(p,q) (3.1)

for all p,q € E and for some \ € (0,1). Then the underlying mappings have
stmilar conclusion in =.

Proof. On setting 6 : Ry x Ry — R by 6(§,{) = A( — & for all {,( € Ry
with 0 < A < 1in (2.1), we have the conclusion. O

Corollary 3.2. (Generalizations of [18],[21]) Let all of the conditions of The-
orem 2.2 except the condition (b) is replaced by the following condition:

d(Pp, Qq) < Ap,q) — ¢(A(p,q)) (3.2)

for all p,q € 2, where p : Ry — R4 is a lower semi-continuous function
such that (&) = 0 if and only if £ = 0. Then the underlying mappings have
similar conclusion in =.

Proof. On defining 6 : Ry xRy — Rby 6(§,s) = (—p(¢)—&forall €, ¢ € Ry,
where ¢ : Ry — Ry is a lower semi-continuous function such that ¢(§) = 0
if and only if £ = 0 in (2.1), we have the conclusion. O

Corollary 3.3. Let all of the conditions of Theorem 2.2 except the condition
(b) is replaced by the following condition:

Y(d(Pp, Qq)) < ¢(A(p,q)) (3.3)
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for all p,q € =, where ¥, : Ry — R4 are two continuous functions such
that ¥(t) = p(t) = 0 if and only if t = 0 and @(t) < t < P(t) for all t > 0.

Then the underlying mappings have similar conclusion in =.
Proof. If, in the equation (2.1), we define 6 : Ry x Ry — R by
0(¢,¢) = ©(¢) —¥(&)

for all £,¢ € Ry, where ¥, : R, — Ry are two continuous functions such
that ¥(&) = p(§) =0 if and only if £ = 0 and p(t) < t < (¢) for all £ > 0, we
have the conclusion. O

Corollary 3.4. (Generalization of [3]) Let all of the conditions of Theorem
2.2 except the condition (b) is replaced by the following condition:

d(Pp, Qq) < ¢(A(p, q)) (3.4)

for allp,q € 2, where p : Ry — Ry is a upper semi-continuous function with
o(s) < s for allt >0 and p(s) =0 if and only if s = 0. Then the underlying
mappings have similar conclusion in =.

Proof. If we define 8 : Ry x Ry — R by
0(¢,¢) = ¢(¢) — ¢

for all £,¢ € Ry, where ¢ : Ry — Ry is a upper semi-continuous function
with ¢(¢) < ¢ for all ¢ > 0 and ¢(¢) = 0 if and only if ( = 0, then (2.1) is
converted to (3.4) and so the result follows from Theorem 2.2. This completes
the proof. O

Corollary 3.5. (Generalization of [8]) Suppose that (Z,d) is a metric space,
P,Q,S8,T : E — = are operators satisfying the condition (a) of Lemma 2.1,
the conditions (c), (d) of Theorem 2.2 and the condition (b) of Lemma 2.1 is
replaced by the following condition:

d(Pp, Qq) < A(u,v)p(A(p, q)) (3.5)
for all p,q € E, where ¢ : Ry — [0,1) is a function with
limsup p(¢) < 1

t—rt

for allT > 0. Then P, Q,S,T admit a unique common fized point in =.
Proof. If we define 6 : Ry x Ry — R by
0(¢,¢) = Cp(¢) — ¢
for all £,¢ € Ry, where ¢ : R — [0, 1) is a function with
limsup p(¢) < 1

(—1t
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for all 7 > 0, then (2.1) becomes to (3.5) and so we have the conclusion. [

4. NUMERICAL EXAMPLES

In this section, we give some numerical examples to illustrate the main
results.

Example 4.1. Let = = [0, +00) be a metric space with d(v,9) = |v —J|. Let
P,Q,S,T : = — = be defined by

u
Pu = arctan au, Qu = arctan %,

Su=¢e""—1, Tu=e""—1,

where «a, 8,7,0 > 0 and max{a, 8} < imin{*y,&}. Then the conditions (a),
(¢), (d) of Theorem 2.2 are obviously satisfied. Take 6 : R x R — R by

O(u,v) =Av—u

for all u,v € R4 and then the condition (b) takes the form (3.1). For any
u,v € E\ {0}, using the mean value theorem, we get

d(Pu, Qu) = ‘ arctan au — arctan %

A(u,v). (4.1)

Thus all the conditions of Theorem 2.2 are satisfied and the mappings P, Q,S,T
have a unique common fixed point n = 0.

In the following, we have plotted (using MATLAB ), the mappings P, Q,S, T
(log plot to visualize clearly) (Figure 1) and the left-hand (L.H.S) and the
right-hand (R.H.S) calculation of the contraction condition (4.1) for particu-
lar values a = 2,8 = 3,7 = 13,6 = 14 (Figure 2 and Figure 3).

Finally, the convergence behaviours (Figure 4) of all four mappings from
@n = Ppan = TP2n+1, @2n—1 = Qpan—1 = Spa, has been plotted. All these
graphical representation show that condition (2.1) of Theorem 2.2 is satisfied
and 0 is a unique common fixed point.
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Convergence Analysis
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Convergence analysis of mappings

Example 4.2. Let E = [0, 1] be a metric space equipped with the metric

d(w):{mmm, if u# v,

0, if u =w,

for all u,v € Z. Define the mappings P, 9,S,7T : = — = by:

1 <u<
Py — 0, ?fO_U_1/47 Qu=0for 0 <u<l;
1/16, if1/4 <u <1;

£0<u<1/1 0, ifu=0,

u 1 u

Tu=< " - Su=<S1/4, if0<u<1/4,
B {L if1/4<u<1; u= b4 H0<usl/

1, ifljd<u<l.
Then, the only condition of Theorem 2.2 that has to be checked is (b)—all

others are easily seen to hold true.
Take 6 € © defined by

0(¢,¢) = Cp(C) = ¢

for all £,¢ € Ry, where ¢ : Ry — [0, 1) is a function with
limsup ¢(¢) < 1

(—1t
for all 7 > 0. We will check the contractive condition (2.1), which, in this
case, takes the form (3.5). Consider the following four cases:

(1) Let 0<wu<1/4,0<wv<1. Then d(Pu,Qu) =0 and there is nothing
to prove;
(2) Let 1/4 <u <1, v=0. Then we have

d(Pu, Qu) = 1/16, A(u,v) > d(Su,Tv) = 1;
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(3) Let 1/4<u<1,0<wv<1/4. Then we have
d(Pu, Qu) =1/16, A(u,v) > d(Su,Tv) =1+ |v]| > 1;
(4) Let 1/4 <wu<1,1/4 <wv <1. Then we have
d(Pu, Qu) = 1/16, A(u,v) > d(Tv, Qu) = 1.

If we take p(t) = t/2, then all above four cases satisfies the condition (3.5).
Thus all the conditions of Theorem 2.2 are satisfied and we conclude that the
mappings P, Q,S, 7T have a unique common fixed point 1 = 0.

5. RESULTS FOR FAMILIES OF SELF-MAPPINGS

If we select P, Q,S and T properly in Theorems 2.2—Corollary 3.5, we can
infer some consequences for some finite family of self mappings.

Next, we employ this conception for two pairs (finite families) of self map-
pings in underlying space.

Theorem 5.1. Suppose that (Z,d) is a metric space, P, Q,S, T, M,N : 2 —

= are operators and 0 € © satisfying the following conditions:
(a) TN(E) 2 P(E), SM(E) 2 Q(E);
(b) for all p,q € =,
d(SMp, TNq), d(Pp, SMp),
0|d(Pp, Qq), max d(Qq, TNq), >0. (5.1)
31d(Qq, SMp) + d(Pp, TN q)]
(c) one of SM(Z), TN (E),P(E) or Q(E) is a complete subspace of .
Then we have the following:
(1) CP((P,SM)NCP(Q, TN) #0 in =.
(2) Moreover, if

(d) the pairs (P,SM) and (Q,TN) are weakly compatible.
(3) p* € CFP(P,Q,SM,TN) is unique for p* € =.
(4) In addition, p* € ({P,Q,S, T, M, N} provided
PS =SSP, PM=MP, SM=MS,
QT =TQ, QN =NQ, TN =NT.
Proof. By Theorem 2.2, P, Q,SM and TN have a common fixed point p* in

—

Now, we demonstrate that p* € CFP(P,Q,S,T, M, N). Unalike, we sup-
pose that p* # Mp*. Putting p = Mp* and ¢ = p* in the (5.1), we have
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A(SMMp*, TNp*), d(SMp*, T Mp*),

[ - d(TNp*, Kp*)
< )
0<? _d(Mp P, max d(SMMp*, Kp*) 4+ d(TNp*, T Mp*)
2s
i . d(Mp*,p*), d(p*, p*), d(p*, p*),
=0 |d(Mp*,p*), max d(Mp*, p*) + d(p*,p*) ]

2

= o[ ) ma {00, SH IO
= OlMp*, ), dMp", ), (5.9

* *

a contradiction, which implies that p* = Mp*. Hence Sp* = SMp* = p*.
Therefore, we have

Next, we affirm that p* € CFP(Q,T,N). To get done this, we use (5.1)
for p = p*,q = Np* and, with similar fashion, we can achieve N'p* = p* and
so Tp* = TNp* = p*. Thus we have
This completes the proof. O

Next, we use the concept of the pairwise commuting mappings to discuss
the second application of Theorem 2.2.

Definition 5.2. ([15]) Let {P;}/", and {Qy}}_, be a pair (finite families) of
self mappings of Z and it is said to be pairwise commuting if the following
conditions are satisfied:

(a) PiP; = P;P; for each 4,5 € N with 1 <i,j < m;

(b) QrQ; = QQy for each k,l €€ N with 1 <k, < n;

(¢) P;Qp = QP; for each i,k e Nwith 1 <i<m, 1<k <n.

Corollary 5.3. Let {P;}]L,, {Qs}} 1, {S})_, and {Th}}_, be two pairs
(finite families) of self mappings of a metric space (2,d), where

P=PiPy P, Q=0Q1Qs Q.

S=88y---8S), T=TiTz---T,
satisfy the inequality (2.1) and the conditions (a)—(d) of Theorem 2.2. Then
CFP({P;}1y, {Qs iy ASe =1 AThYh—y) is unique if the pairs of families
({P;},{Se}) and ({Qf},{Tn}) commute pairwise, where j, ¢, f,h € N with
1<j<m,1<l<pf<j<nandl<h<gq.

Proof. The result follows from the line of arguments given in the work of Imdad
et al. [15]. O
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If we consider Py =Po=--- =P, =P, Q1 =Q=---=9,=9, § =
So=-=8=8and T =Ty =--- =T, =T in Corollary 5.3, we figure out
below theorem that involves iterates of mappings:

Corollary 5.4. Suppose that (Z,d) is a metric space, P,Q,S,T : 2 — = are
mappings and § € ©. For any fized positive integers m,n,p,q, suppose that
(a) P™(E) S TUE) and Q"(5) € SP(B);
(b) for all u,v € Z,

0< 4 d('Pmu7 Q"v),max{ d(Spu ’]'qv) ('Pmu SPU) an Tq’U }:|

$d(Q™v, SPu) —I—d(Pmu T)]

(¢c) one of SP(E), T4UE), P™(Z) or Q*(E) is a complete subspace of =.

Then we have the following:
(1) CP({P™, 8P} N {Q™, T}) £ 0 in =.
(2) Moreover, if

(d) the pairs (P™,SP) and (Q",T1?) are weakly compatible,
then CFP(P,Q,S,T) is unique if the pairs (A,S) and (B,T) are commuta-

tive.

6. APPLICATIONS

Mainly, stability theory in finances may present by fixed point theorems.
It has been developed to found the occurrence of the established costs, which
sequentially associate with demand in all markets of an economy (the occur-
rence of such costs had been an open enquiry in economics). If this can be
occurred, then the suggested functional has a fixed point agreeing to the the-
orem. Furthermore, the fixed-point theorem employed to show the slightest
collection of the fixed points.

The economic system certified to the mappings utilized in the existence
proofs has changed in time. It was established, sometimes indirectly, that the
mappings described a dynamic price adjustment procedure leading to general
equilibrium. Nevertheless, as the first outcomes regarding stability of the
system, the economic explanation of the mappings was adapted and limited
to the law of supply and demand as an instruction of price changes without
reference to the effects of these price differences on additional demands in the
following period of time.

In other words, the stability of economic system can be recognized by the
fixed point. In the following examples, we deliver different economic systems.
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6.1. Functional systems. Here we establish the uniqueness solve-ability of
a common outcome of the proposed functional fractional economic equations
occurring in dynamic programming. Dynamic programming plays a major
role in economics because of it is speedy to reach the equilibrium point. We
suppose that B and B are two different Banach spaces, S C B is the space of
the economic situation and S C B is the space of decision.

6.1.1. Local fractional calculus. The concept of local fractional calculus (frac-
tal) is developed without singular kernel in [4, 20]. It is defined to deal with
non-differentiable studies in science and engineering. Recall the definition as
follows: the fractal of a function 7(&) of order 0 < p <1 is formulated by

_d Q) _ o P — 7))
£ le=go €% [d(E—&)]P

D 7(¢)

where the formal
d?[7(§) — ()]
[d(§ —&o)]e
indicates the classical Riemann-Liouville fractional operator. A function 7 is

known as local fractional continuous function (LFCF) at & if, for all ¥ > 0,
there is v satisfies

7(&) = 7(&o)| < 0¥

whenever [{ — &| < v. We refer to the space of all LFCFs by C,,. For any
T € Cy, the local fractional integral (LFI) is formulated as follows (see [5]):

1 b glfp
TpTcz/Tc dc)®?, (d¢)¥ = ————=d<¥,J = [a,b].
70 = Frrg L O @7 = g .8
In addition, the integral (LFI) achieves the inclusion
b—a)® _(b—a)?
T ( 1
o€ Ty T o) oy

where 7 and T are the upper and lower terms of 7 respectively. An essential
and satisfactory state for the occurrence of the LFI can be recognized by the
fractal collection with a generalized Lebesgue measure zero. Lastly, suppose
that 7(c) € Cy(J). Then there is ¢ in J achieving

(b—a)®
M(p+1)

In our discussion, we suppose that the integral (LFI) (Y¥) denotes the trans-
formation of the process of the optimal function ¢ with initial state x for the

(b—a)®

Y97(s) =7(0) m

91 =
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fractal dynamic programming (FDP):
Sol(x) = SUP q)z (xa Y, SOZ(T:? t(.’B), y)) )

yes
o (6.2)
wz(x) = SHP \I/’L (I’, Y, w’b(T] t(.’lﬁ), Z/))7
yes
(xr, Y9€S, yebl, &, W, R, i=1,2),
where z and y indicate the state and decision variables respectively.
Define the following operators:
Oi(x) = sup ®; (z,y, I(T] t(x),y)),
yes
(6.3)
Yi(x) = sup ¥, (z,y, (Y t(x),y)).
yeS

(i=1,2, €8, t:5—09).
Next, we introduce occurrence result:

Theorem 6.1. Consider the operator system (6.3) satisfying the following
conditions:
(a) ®; and V; are bounded;
(b) [1(2,y,9(-) = ®a(w,y,n()| < A0, where (z,y) € (5,5),0 € ©
and Ay, = [1 4+ sup,, |T1(n)(xz) — To(I)(x)|]/T(p + 1), where

0| @1(-) = @2(-)|, AL, )] = 0,

and

|19 — ©19] - [ Tan — Oan),
110 — Oan| - | Tan — ©19| + [T19 — Tan|,
A(+,-) = max |T19 — ©19, ;

1
|Ton — O] + §[|T1?9 — ©9n| + [Ton — ©19]

(c) For any sequences {U,}, {nn.} C S, we assume that
lim sup|d, — 9| =0, lim sup|n, —n| =0
n—oo 4 n—oo 4

such that n = Yo, and 9 = YTin;, i =1,2;

(d) For any ¥ € S, there exist n1 and e € S such that ©19(z) = YTane(x)
and ©29(x) = Yin1(x) for any v € S;

(e) For ©19 = Y19, we have Y1019 = 0119 and, for ©9 = Y91, we
have T9Oan = 2 an.

Then the system of functional equations (6.2) admits a singular common so-
lution in S.
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Proof. Obviously, our metric d(1J,n) = sup,, |9(z) —n(x)| indicates a complete
metric space. Moreover, in view of the conditions (a), (d), (e), ©; and Y; are

weakly compatible and self mappings such that ©1(S) C T2(S) and ©2(S) C

T1(S). The condition (a) implies that, for each € > 0, there occurs y; € S
satisfying

©;0i(x) < P4i(ws,yi, %) + ¢, (6.4)
where x; = T;(x,y;) for each i = 1,2. In addition, we have

©191(x) > D1(2, Y2, V1 (x2)) (6.5)
and

209 (x) > Po(x,y1,V2(21)). (6.6)
Thus, by (6.4)-(6.6) and the condition (b), we have the following inequality:

©191(x) — O202(x) < [P1(x, y1,P2(22)) — Po(x, y2, %1 (21)) + €
<A Fe (6.7)
Moreover, in view of (6.4) and (6.5) together with the condition (b), we have
©191(x) — Oz (x) > A0 —c. (6.8)
Combining (6.7) and (6.8), we obtain
©191(2) — Oz92(x)| < A0+ & (6.9)
for all x € S and ¢ > 0 (¢ — 0) and so the condition (¢) and Theorem 2.2

impose a single common fixed point correlate with the equilibrium point of
the system (6.3). O

Example 6.2. Let R =X =Y bg Banach spaces under the normal norm
d(x,y) = |r —y| and S = [0,1] and S = [1,00). Define the following functions

¢ 1 =
0 =P = ZE, wr = I199t(z), t(z) € S,
Y _ .
(PZ:\I’Z:é%, reS,yes,
019(z) = sup @1 (z), 9 € S, (6.10)
Ogn(x) = sup Po(z), n €S,
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where T : § x § — § is defined by Y(z,y) = 4£ By using (6.1), we have
Y

1
i =P < 5 where I'(1.5) = 0.88862. Consequently, we obtain

A computation implies
A=[1+sup|T; —Tof =1.
Further, for each ¥ and 7, we define two sequences {¥,} and {n,} by

b= (1= 1o = (1

achieving the following limits:

lim supdy,(z) = lim supn,(z) = 0.

In virtue of the definition of the functional, we conclude the following facts
019(x) = YTane(x),
O29(x) = Tim ().
Finally, it is clear that ®; and ¥,;, ¢ = 1,2 are bounded and satisfy

1
|@19(x) — Pan(z)| < gw — .

Hence, in view of Theorem 6.1, the system (6.10) has a single common fixed
point agree with the stability point.
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