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1. INTRODUCTION

Finsler geometry has many uses in relative physics and many of mathe-
maticians contributed in this study and improved it. The decomposition of
curvature tensor of recurrent manifold discussed initially by Takano [19], Sinha
and Singh [17] and others. The decomposition of Berwald curvature tensor
H;k:h and Cartan’s fourth curvature tensor K;kh for some spaces in sense of
Berwald and Cartan discussed by Pandey [12]. The decomposition of Cartan’s
third curvature tensor R}kh equipped with non-symmetric connection studied
by Mishra et al. [9]. The decomposition of Riemannian curvature tensor field
discussed by Gicheru and Ngari [6]. The decomposition of normal projective
curvature tensor studied by Qasem [13]. Hit [7] introduced Berwald curvature
tensor which be decomposable in the form H;kh =X inkh and obtained sev-
eral results, Pande and Khan [10] discussed Berwald curvature tensor which
be decomposable in the form H;kh = X;Ykh. Rawat and Chauhan [15] studied
the decomposition of curvature tensor fields R;kh in terms of two non-zero
vectors and a tensor field in some spaces. Pande and Shukla [11] discussed
the decomposition of curvature tensor field Kjkh and H;kh which satisfy the
recurrence property.

Assallal [4] studied the decomposition of Cartan’s second curvature ten-
sor P;kh in generalized P"—birecurrent Finsler space, Sinha and Tripathi [18]
discussed the birecurrent Finsler space whose curvature tensor be decomposi-
tion. Recently, Bisht and Neg [5] studied decomposition of normal projective
curvature tensor fields in Finsler manifolds.

The aim of this paper is to study some decomposition of Cartan’s second
curvature tensor Pj, in various spaces. Additionally, several theorems have

been established and proved. Finally, some examples have been discussed
under the decomposition in G(BP) — RF,, and G(BP) — BRF,.

2. PRELIMINARIES

In this section, some conditions and definitions will be provided for the
purpose of this paper. The line element in Finsler geometry is (z,y), x and y
are called positional and directional coordinate, respectively [12, 14].

An n— dimensional space X,, equipped with a function F(x,y) which de-
noted by F,, = (X, F(z,y)) called a Finsler space if the function F(z,y)
satisfies the following three conditions [9, 16]:

(i) The function F(z,y) is positively homogeneous of degree one in 3,
that is,
F(z, ky) = kF(z,y),

where k is some positive scalar.
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(ii) The function F(z,y) is positive unless all 3 vanish simultaneously,
that is, F'(x,y) > 0, with ) (y’)2 # 0.
i

(iii) The quadratic form

{@@‘FQ (z, Z/)}fZ ¢, 0= 8(;

is assumed to be positive definite for all variable £°.

The vector y; is defined by

vi = gij (2, )y, (2.1)
where g;; is a metric tensor of the space F;,. The vectors yJ, y; are given by
5§yj =y’ and 6;% =y;. (2.2)

Matsumoto [8] introduced a tensor Cjjj, called it (h)hv—torsion tensor which

is positively homogeneous of degree -1 in y* and symmetric in all its indices
and defined by

1. l:s oy
5095k = 70i0;06F",

Cijr =
which satisfies the following

Cijky" = Crijy' = Cjriy’ = 0. (2.3)
Berwald covariant derivative %kT; of an arbitrary tensor field TJZ with respect
to ¥ is given by [15]

BTl = T} — (0,T))G}, + T Glyy — TI Gy
Berwald covariant derivative of the vector 4 vanish identically, that is,
By' = 0 and Byy; = 0. (2.4)

But, in general, Berwald covariant derivative of the metric tensor g;; does not
vanish and given by

Brgij = —2C;uny" = —2y"BnCijr. (2.5)

Example 2.1. Let us consider the functions:

(1) F(z,y) =42,

(2) 9(u,v) = VI +(]

2,12 2
ul® [v]* — |uv]?)

1+|ul?

Then, it is obvious that the functions F'(z,y) and ¥(u, v) satisfy the condition
(i), (ii) and (iii). These functions are called the fundamental function or the
metric function of the Finsler space F,.
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FIGURE 1. Relation Between Metric Spaces and Finsler Spaces
Deﬁnition 2.2. Let the current coordinates in the tangent space at the point
xo be z'. Then the indicatrix I, is a hypersurface defined by [15] F (:Uo, ZL'Z) =

1 or by the parametric form defined by 2 = 2% (u?®), a =1,2, ..., n— 1.

Definition 2.3. The projection of any tensor T} on indicatrix I, given by

1, 15]
p.T} = Ty'hihb, (2.6)

where
Bl = 6. — 1. (2.7)

The projection of the vector ¥, the unit vector I* and the metric tensor 9ij
on the indicatrix are given by p.y* = 0, p.I' = 0 and p.g;; = h;j, where h;; =
g’ij — lllj

Abdallah et al. [1, 2, 3] introduced the generalized B8 P—recurrent space and
generalized B P—birecurrent space which are characterized by the conditions:

sBmP;kh = /\mP;kh + Mm(fs;gkh — 8495n) (2.8)
and
BBy Py, = atm Plp, + bim (5950 — 6495n) — 24 11mB(85Ckn — 5,Cjna), (2.9)
respectively. These spaces are denoted by G(®8P)— RF,, and G(*8BP)— BRF,,.

Let us consider a Finsler space which Cartan’s second curvature tensor
P;kh is decomposition. Since the curvature tensor is a mixed tensor of the
type (1,3), that is, rank 4, it may be written as product of contravariant (or
covariant) vector and tensor of rank 3, that is, covariant tensor of the type

(0,3) (or mixed tensor of the type (1,2)) as following [13, 14]:
i = X Yikn, (2.10)

Plin = X;Yn, (2.11)
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i _ 7
Pikn = XkYjp (2.12)
and

P;kh = Xthika (2.13)

as first case. Or in second case as product of two tensors each them of rank 2,
that is, mixed tensors of the type (1,1) and covariant tensor of the type (0, 2)
as following [13, 14]

Pl = Tjn, (2.14)
Pjn = Titbjn (2.15)

and
fkh = T}jk. (2.16)

In next sections, we will discuss the possible forms in three decomposable
of the tensor, two decompositions for the first case (the other are similar) and
one decomposition for the second case (the other are similar). Obviously, from
all several possibilities, we will study the possibilities which given by (2.10),
(2.11) and (2.14).

3. DECOMPOSITION OF CARTAN’S SECOND CURVATURE TENSOR
IN G(BP) — RF,

In this section, we will discuss the decomposition of Cartan’s second curva-
ture tensor P;kh in generalized B P-recurrent space. Let us consider Cartan’s

second curvature tensor P;kh is decomposable as (2.10), where Yy, is non-zero
covariant tensor field and homogeneous of degree-1 in its directional argument
which called decomposition tensor field and X* is independent of z™.

In next theorem we will discuss the decomposition (2.10) for Cartan’s second

curvature tensor P, which is generalized recurrent.

Theorem 3.1. In G(BP) — RF,, under the decomposition (2.10) and if Xt
is covariant constant, then the decomposition tensor (X'Yj,) satisfies the
generalized recurrence property.

Proof. Assume that X’ is covariant constant. Taking B— covariant derivative
for equation (2.10) with respect to 2™, we get

B Pl = (B X)Yjeh + X B Yin. (3.1)

Since the decomposition vector field X* is covariant constant, that is, (8, X* =
0), therefore equation (3.1) can be written as

B Pl = X B Y-



438 A. A. Abdallah, A. A. Navlekar, K. P. Ghadle and A. A. Hamoud

By using the condition (2.8) in above equation and in view of (2.10), we get
X" B Y = M X Vit + fim (85980 — 0k5n)- (3.2)
Since X' is independent of 2™, equation (3.2) can be written as
By (X Yjkn) = A (X Yjkn) + i (859kn — 0,951)-

The last equation refers that the decomposition tensor (X ’ijh) is generalized
recurrent, that is, satisfies the condition (2.8). The proof for this theorem is
completed. O

Now, from the Theorem 3.1, we can get the following corollary.

Corollary 3.2. Under the decomposition (2.10) and if the tensor field O, jxn
1s skewsymmetric in second and third indicator, then the decomposition tensor
Yk is non-vanishing.

Proof. In view of equation (3.2), we get
B Yjkh = AmYirh + mi (8595 — 01.95n),
where ayn; = pm/X'. Above equation can be written as
B Yieh = AmYjen + Dmjin — Omkjn),

where 0ykn = Qmjgrn and Oppjn = migji.
Now, if the tensor field (), is skew-symmetric in second and third indi-
cator, then above equation can be written as

B Yikh = AmYikn + 200k (3.3)
The equation (3.3) refers that the decomposition tensor Yy, is non-vanishing
in G(®BP) — RF,,. The proof for this corollary is completed. O

Let us consider a Finsler space which Cartan’s second curvature tensor P;kh
is decomposition (2.11), where X is non-zero covariant vector field and Y},
decomposition tensor field.

In next theorem we will discuss the decomposition (2.11) for Cartan’s second
curvature tensor Py, which be generalized recurrent.

Theorem 3.3. In G(BP) — RF,, under the decomposition (2.11) and if the
covariant vector field Ap, is not equal the covariant vector field v, then the
decomposition tensor (X;Y},) satisfies the generalized recurrence property.

Proof. Taking B— covariant derivative for equation (2.11) with respect to ™,
we get

B P, = (B X5) Vi, + X;Bm Yy, (3.4)
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or

where B,,X; = v, X;. By using the condition (2.8) in equation (3.5), we
obtain

vnX;Yin + XiBmYih = APl + (8950 — 595n)- (3.6)
In view of (2.11), then equation (3.6) can be written as
X B Yy, = (An = 0m) X3 Y5, + i (8kgkn — 0.95n)- (3.7)

Now, assume that the vector field A, is not equal to the vector field v,,, we
get

X8 Y, = xmX; Y, + Mm(5§-gkh — 61.95n), (3.8)

where X = Ay — U, Since X is independent of 2™, so equation (3.8) can
be written as

B (X;Y5n) = xm (X5Yin) + Hm (85950 — 51;n)-
The last equation refers that the decomposition tensor (X;Y},) is generalized
recurrent, that is, satisfies the condition (2.8). The proof for this theorem is
completed. U

Now, from the Theorem 3.3, we can get the following corollary.

Corollary 3.4. Under the decomposition (2.11), if X; is covariant constant
and X is constant, then the behavior of decomposition tensors Y, , XY, Y}
and XY is recurrent.

Proof. By using the condition (2.8) in equation (3.4) and in view of (2.11), we
get

(B X5)Yin + X B Y = A X5V + tim (5595 — 01.95n)- (3.9)
Since X is covariant constant, equation (3.9) can be written as
B Yin = AmYih + Wl (85 gkn — 01.95m),
where wﬁn = pmX;. Above equation can be written as
B, Y = A Yiig, (3.10)

where Hinkh = wﬁﬁcﬁ-gkh and Hﬁnkh = w%,,é,igjh.
Transvecting equation (3.9) by 7/, using (2.1), (2.2) and (2.4), we get

(%mX)Ykih + X%mykih = )‘mXYkih + /v‘m(yigkh - 5Iicyh)7
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where X = X;y/. If X is constant, that is, (8,,X = 0), then above equation
can be written

By (X Vin) = An(XYin) + i (Y’ g — Sium). (3.11)
Transvecting equation (3.11) by y*, using (2.1), (2.2) and (2.4), we get
B (XY = A\ (XY), (3.12)
where Y} = Y}, y*. Since X is constant, equation(3.12) can be written as
B,V = A Y} (3.13)
Contracting the indices ¢ and h in eq. (3.12), we get
B (XY) = A (XY), (3.14)

where Y = Y/. The equations (3.10), (3.12), (3.13) and (3.14) refer that the
tensors Y}, XY}, Y and XY satisfy the recurrence property in G(BP)—RF,.
The proof for this corollary is completed. O

Let us consider a Finsler space which Cartan’s second curvature tensor P}kh
is decomposition (2.14), where TJZ and 1), are the decomposition tensors field.

In next theorem we will discuss the decomposition (2.14) for Cartan’s second
curvature tensor P, which is generalized recurrent.

Theorem 3.5. In G(BP) — RF,, under the decomposition (2.14) and if the
covariant vector field A, is not equal the covariant vector field v, then the
decomposition tensor (T;djkh) satisfies the generalized recurrence property.

Proof. Taking B— covariant derivative for equation (2.14) with respect to 2™,
we get

B Pjin = (B T})0kn + T Bmtoen (3.15)
or
Byn P, = 0m Tk + T By (3.16)

where %mT; = UngZ
Using the condition (2.8) in above equation, we obtain

Om T} 0kn + T Bmthin = Am Pl + 1 (55 gkn — 0495n)- (3.17)
In view of (2.14), equation (3.17) can be written as
TiBmbrn = (Am — vm) Tjtbkn + pn (859K — 0495n)- (3.18)

Now, assume that the vector field A,, is not equal the vector field v,,, we
get

TiBmrn = XmTjrn + pm (859kn — 1), (3.19)
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where X = Am — U Since T]l is independent of ™, equation (3.19) can be
written as

B (Tj0kn) = X (Tjorn) + tim (85950 — 595n)-
The last equation refers that the decomposition tensor (1}?¢kh) is generalized

recurrent, that is, satisfies the condition (2.8). The proof for this theorem is
completed. O

Now, from the Theorem 3.5, we can get the following corollary.

Corollary 3.6. Under the decomposition (2.14) and if the tensor field pmin
18 skew symmetric in first and second indices, then the decomposition tensor
Yrp 1S non-vanishing.

Proof. By using the condition (2.8) in equation (3.15), we get
(BT} )Vkh + T Bmtbrh = Am Pl + tan (8950 — 019jn)-

In view of (2.14) and if the decomposition tensor field T; is covariant constant,
the above equation can be written as

Binkh = AmPrh + Xfm(5§gkh — 0495

where x{m = umTJl Also above equation can be written as

B kh = AmVkh + (Pmkh — Pkmh),

where Ornpn = X7,,059kn a0 Qrkmn = X}, 01.95h-
Now, if the tensor field @,,n is skew symmetric in first and second indicator,
then above equation can be written as

Bmthkh = AnVkh + 2@mkh- (3.20)
The equation(3.20) refers that the decomposition tensor vy, is non-vanishing
in G(®BP) — RF,,. The proof for this corollary is completed. O

In view the Theorems 3.1, 3.3 and 3.5, we can conclude that if 5§gkh =
8¢ gjn, then the decomposition tensors (X'Yjgp), (X;Y7,) and (T;dzkh) behave
as recurrent, clearly, satisfy the following conditions:

B (X Yikn) = A (X' Yjin), (3.21)
By (X, Vi) = X (X, Vi) (3.22)

and
By (T 10wn) = Xom (T 0kn), (3.23)

respetively.
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4. DECOMPOSITION OF CARTAN’S SECOND CURVATURE TENSOR
IN G(BP) — BRF,

In this section, we will discuss the decomposition of Cartan’s second curva-
ture tensor P, in generalized B P— birecurrent space.

In next theorem we will discuss the decomposition (2.10) for Cartan’s second
curvature tensor P;kh which be generalized birecurrent.

Theorem 4.1. In G(BP) — BRF,, under the decomposition (2.10) and if
X" is covariant constant, then the decomposition tensor (X'Y;y) satisfies the
generalized birecurrence property.

Proof. Assume that X’ is covariant constant. Taking B— covariant derivative
for equation (2.10) twice with respect to 2™ and 2!, respectively, we get

BB Py, = X' BB Y- (4.1)
Using the condition (2.9) in equation (4.1) and in view of (2.10), we get
X'BBmYien = amX Yienh + bim (8% 9en — 619jn) (4.2)

— 29" 11 B1(8:Ceni — 5, Cii)-
Since X? is covariant constant, equation (4.2) can be written as
BB (X Yjkn) = m (X Yjin)+bim (8:96n —0k95n) — 24 1tm B¢ (65Clont — 61.Cjma ) -

The last equation refers that the decomposition tensor (X ’Y]kh) is generalized
birecurrent , that is, satisfies the condition (2.9). The proof for this theorem
is completed. O

Now, from the Theorem 4.1, we can obtain the following corollary.

Corollary 4.2. Under the decomposition (2.10) if the tensor field @iy, jin is
skew symmetric in third and fourth indicator, then the decomposition tensor
field Yy is non-vanishing.

Proof. In view of equation (4.2), we get
BB Yikn = @mYikn + Vimi (6595 — 01.950) — 25" @miB(65Chn — 61.Cn1),
where Ymi = by X? and agn; = pm X, The above equation can be written as
BB Yjkn = @mYikn + (Pumjrn — Pimkin) — 20" miBe(8:Chnt — 6,Cjn),

where ®pjkn = Vimi0gkn and Prkin = YVimidigjn-
Now, if the tensor field @, ry is skew symmetric in third and fourth
indicator, above equation can be written as

BB Yjeh = mYikh + 2Pimjkh — 2" 0miBe(65Crn — 6,Cina)- (4.3)
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The equation (4.3) refers that the decomposition tensor Yjy, is non-vanishing
in G(®BP) — BRF,,. The proof for this corollary is completed. O

In next theorem we will discuss the decomposition (2.11) for Cartan’s second
curvature tensor lekh which be generalized birecurrent.

Theorem 4.3. In G(BP) — BRF,, under the decomposition (2.11) and if
X is covariant constant, then the decomposition tensor (X;Y},) satisfies the
generalized birecurrence property.

Proof. Assume that X; is covariant constant. Taking 65— covariant derivative
for equation (2.11) twice with respect to 2™ and z!, respectively, we get

BB P, = X818, Y,. (4.4)
Using the condition (2.9) in equation (4.4) and in view of (2.11), we get
XiBBnYin = amX;Yin + bun(5igin — S4g;n)
— 2y 11 B1(8:Cent — 5, C'ji)- (4.5)
Since X is covariant constant, equation (4.5) can be written as
BB (X;Yin) = @i (X5Y35) + bim (8:9kn — 01.95n) — 20" ttm B4 (85 Chons — 5, Ci) -

The last equation refers that the decomposition tensor (X jY,gh) is generalized
birecurrent, that is, satisfies the condition (2.9). The proof for this theorem
is completed. O

Now, from the Theorem 4.3, we can obtain the following corollary.

Corollary 4.4. Under the decomposition (2.11) and if X is constant, then
the tensors XY, Y, and XY behave as birecurrent.

Proof. Transvecting equation (4.5) by ¢/, using (2.1), (2.2), (2.3) and (2.4),
we get

XB1B,, Y = am XYyl + b (Y gk — 1yn) — 29" mBe (v Cra),

where X = X;y/. If X is constant, that is, (B,,X = 0), then above equation
reduces to

B1Bm(XYily) = aim(XYi) + bin(y' gkn — 61un) — 29 1m B (y' Crmr). - (4.6)
Transvecting equation (4.6) by y* , using (2.1), (2.2), (2.3) and (2.4), we get
BB (XV) = i (XV7), (4.7

where Y)! = Y,fhyk . Since X is constant, equation (4.7) can be written as

BB, Y = a1, Y. (4.8)



444 A. A. Abdallah, A. A. Navlekar, K. P. Ghadle and A. A. Hamoud

Contracting the indices ¢ and h in equation (4.7), we get
BB, (XY) = ap,(XY), (4.9)

where Y = Y}. The equations (4.7), (4.8) and (4.9) refer that the tensors
XY}, Y and XY satisfy the birecurrent property in G(BP) — BRF,. The
proof for this corollary is completed. O

In next theorem we will discuss the decomposition (2.14) for Cartan’s second
curvature tensor lekh which be generalized birecurrent.

Theorem 4.5. In G(BP) — BRF,, under the decomposition (2.14) and if
T 1is covariant constant, then the decomposition tensor (lez/zkh) satisfies the
generalized birecurrence property.

Proof. Assume that T]Z is covariant constant. Taking 28— covariant derivative

for equation (2.14) twice with respect to 2™ and 2!, respectively, we get
BB P, = T;B1Bm - (4.10)
Using the condition (2.9) in equation (4.10) and in view of (2.14), we get
TiB1Bm Vi = T} VrntHoim (6595m—0£95n)—2" 1m Bt (8, Crri—01,Ciimt)- (4.11)
Since T; is covariant constant, therefore equation (4.11) can be written as
BB (Tjhkn) = aim (T} k) + bim (659kn — 5,951) — 25" 1Bt (65Chnt — 6,Cn).-
The last equation refers that the decomposition tensor (T]%/th) is generalized
birecurrent, that is, satisfies the condition (2.9). The proof for this theorem
is completed. O
Now, from the Theorem 4.5, we can obtain the following corollary.

Corollary 4.6. Under the decomposition (2.14) and if the decomposition ten-
sor field T} is covariant constant, then the decomposition 1y, behaves as bire-

current if and only if 2ytxgm%t(5;-0khl — (5,2th1) =0.

Proof. In view of equation (4.11) and the decomposition tensor field T; is
covariant constant, we get

BB Ven = aGmPrn + a{lm(5§gkh — 81.9jn) — 2ytxfm‘l3t(5§0khz - 81Cin),
where aglm = blmT; and X‘zm = umT; Above equation can be written as
BB kh = amWrn — 2ytxfm%t(5§0khz — 61.Cjm1),
5}9% = aflmé,igjh. This shows that BB, Y, = am¥rs if and

where «
only if

J
ilm

2" X0, B (8% Ct — 5,Cm) = 0. (4.12)
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Then, the decomposition tensor 1y, is birecurrent in G(8P) — BRF,, if and
only if equation (4.12) hold. The proof for this corollary is completed. O

In view the theorems 4.1, 4.3 and 4.5, we can conclude that if 5§9kh = 5,igjh
and 5§Ckhl = 5lithl, then the decomposition tensors (XiY}kh), (XjY,fh) and
(wakh) behave as birecurrent, clearly, satisfy the following conditions

BB (X Yjkn) = aim (X Yjrn), (4.13)
BB (X;Yih,) = am(X;Y) (4.14)
and
B1Bm (Tj k) = aim (T rn), (4.15)
respetively.

5. EXAMPLES

In order to illustrate the effectiveness of the proposed findings, we consider
some examples of the recurrence and birecurrence properties.

Example 5.1. The decomposition tensor (X*Yjgp) is recurrent if and only if
it satisfies

By [p-(X V)] = A [p-(XYjin)] -

Firstly, since the decomposition tensor (X ’ijh) is recurrent, the condition
(3.21) is satisfied. In view of (2.6), the decomposition tensor (X‘Yjg,) on
indicatrix given by

p-(XYjn) = X YicahlhGhihil. (5.1)
By using B-covariant derivative for eq. (5.1) with respect to =™, using equa-
tion (3.21) and the fact that h{ is covariant constant in above equation, we
get
B [p- (X Yjrn)] = Am X Yitghl, Wb ..

Using equation (5.1) in above equation, we get

B [p-(X Vjin)] = A [p-(X Vjin)] - (5-2)
Above equation means the projection on indicatrix for the decomposition ten-
sor (X"Y,) behaves as recurrent.

Secondly, let the projection on indicatrix for the decomposition tensor
(X"Yjkn) is recurrent, that is, it satisfies equation (5.2). By using (2.6) in
equation (5.2), we get

By (X“chd hghghgh;f) — A X Yoea RERERG R
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Using (2.7) in above equation, we get
B | (X Yjrn) — (X Yjra) %y — (X Yjen) U + (X Yea) Ul

— (XYoren) Il + (X Vo) L1, + (XYoo )LD — (X Yea) L1 Ul T

— (XYl + (X Yira) 1l 4 (XY 5en) 11T, — (X *Yea) 11U,

+ (XY ) 1al0l; — (X Vora) 110151, — (X Voer )I'11°11°Ty,

s chd)lizalszzczkzdzh]

= A | (XYjin) — (XYira) 1 — (X Yjen) 1l 4 (X Yea) 101,

Lwanl+uwmm%Nm+uwwm%mw4Xmmwuwmh
— (X"Yjn)l'la + (X YVka) Lol + (X Yjen) 1l — (X Yea) 16101,
+ (XY ) al0l; — (X Vora) 110151, — (X YVoep )I'11°11°Ty,
s ncd)zizazszzczkzdzh].

From, I = y— and l; = %, if (XVjea) Yo = (XVoea) Y = (XWVey) ¢ =
(X®Ypeq) y® = 0, then above equation can be written as
‘Bm(Xinkh) = Am(Xinkh)-
Above equation means the decomposition tensor (X 1ijh) behaves as recur-
rent.
Also, we can use same technique for showing the decomposition tensors

(X,;Y,) and (T;wkh) are recurrent if and only if the projection on indicatrix
for them behave as recurrent.

Example 5.2. The decomposition tensor (X'Yjy) is birecurrent if and only
if it satisfies ' 4
BB, [p-(XYjrn)| = amm [p-(X"Yjn)] -

Firstly, since the decomposition tensor (Xinkh) is birecurrent, that, the
condition (4.13) is satisfied. By using B— covariant derivative for equation
(5.1) with respect to 2™ and 2!, using equation (4.13) and the fact that hy is
covariant constant, we get

BB [p-(XVjin)| = am X Vitghi RohEhi.
Using equation (5.1) in above equation, we get
BB [p-(X"Vjen)] = aim [p-(XVjen)] - (5-3)

Equation (5.3) means the projection on indicatrix for the decomposition tensor
(X"Yjrn) behaves as birecurrent.
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Secondly, let the projection on indicatrix for the decomposition tensor
(X"Yjkn) is birecurrent, that is, it satisfies equation (5.3). By using (2.6)
in equation (5.3), we get

BB, (X“chd hihbh hd) — i X Yoea BBURE R
Using (2.7) in above equation, we get
B1Byn | (X Vikn) — (X Vjkalllh — (X Vo)l + (X Ve Ul
(X Yorn) 'l + (X Vo) i1, + (X Yoen) L1l — (X Yoea) 1101,
— (XYl + (X Yira) 1ol 4 (XY 5en) 11T — (X *Yea) 11161,
+ (X Yorn) 1101 — (X Yora) 1610100, — (X Yen )10 101160,
+ (X%cd)lizalszzczkzdzh]
= aum [ (X Y5n) = (XYVha)l — (X Yien) Ty + (XY ea) Ul Ty
— (X Yorn) 1L + (X Vo)Ll + (X Yoo )11, — (X Yoea) L1 U,
— (XYl + (X Yira) 1l 4 (XY 5en) 11T, — (X Yea) U 11U,
+ (XY )10 10l — (X Vora) 110151, — (X Voep )I'11°11°Ty,
s chd)zizazszzczkzdzh].
From [} = yf and l; = %, if (XVea) Yo = (XVoeq) y° = (XWVoea) y° =
(Xpeq) ¥ = 0, then above equation can be written as %I’Bm(XiY}kh) =

aim (X Yjn). Last equation means the decomposition tensor (Xilfjkh) behaves
as birecurrent.

Also, we can use same technique for showing the decomposition tensors
(X;Yyy,) and (Tj¢kp) are birecurrent if and only if the projection on indicatrix
for them behave as birecurrent.

6. CONCLUSION

This article contributed in particular to the growth of the decomposition of
Cartan’s second curvature tensor P]?kh in the generalized B P—recurrent space
and generalized B P—birecurrent space. We obtained some tensors satisfy the
recurrence and birecurrence property under the decomposition. Also, different
identities and several theorems have been discussed under the decomposition
in G(®BP)— RF,, and G(*BP)— BRF,,. The topic examined in this manuscript
can be expanded to a greater extent by the use of decomposition of Cartans
second curvature tensor P} ik in generalized B P—trirecurrent space and we
find some theorems under the decomposition in G(BP) — TRF,.
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