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Abstract. In this paper we consider a class of partially observed semilinear stochastic evo-
lution equations on Hilbert space subject to measurement uncertainty. The control is based
on output feedback with noisy measurement. Using the space of bounded linear operator
valued functions, furnished with the Tychonoff product topology, as feedback control laws

we present the necessary conditions of optimality.

1. INTRODUCTION

Optimal control theory for finite and infinite dimensional systems with open
loop control is extensively studied in the literature by many authors like Ce-
sari [9], Fattorini [11] and Ahmed, Teo, Xiang [1]-[8], (see also the references
therein). In applications of control theory, there are many problems in phys-
ical sciences and engineering where open loop control is not feasible. One
must use feedback control based on imperfect measurement data. In the case
of stochastic systems, the classical approach is to use Bellman’s optimality
principle to construct the HJB (Hamilton-Jacob-Bellman) equation which is a
nonlinear PDE on a Hilbert space with solution, if one exists, giving the value
function. The feedback control law is then constructed from the value function
provided it is sufficiently smooth. This is valid only for fully observed problem.
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For details the reader is referred to [16]-[19] and the references therein. For
partially observed problems this is not possible. In this paper we follow a dif-
ferent path, we present the necessary conditions of optimality on the space of
bounded linear operator valued functions in the presence of measurement un-
certainty thereby directly providing optimal linear feedback operator (control
law).

The rest of the paper is organized as follows. In section 2 we present some
typical notations. In section 3, we present the mathematical model describing
the system and formulate the control problem considered in the paper. The
basic assumptions used are given in section 4 followed by a brief review of the
question of existence of solutions and their continuous dependence on feedback
operator and disturbance [1]. In section 5, necessary conditions of optimality
of feedback operators in the presence of uncertainty are presented. The pa-
per is concluded with some comments on point wise necessary conditions of
optimality.

2. SOME NOTATIONS

Let {X,Y,U} denote a triple of real separable Hilbert spaces representing
the state space, the output (measurement) space and the control space respec-
tively. Let I = [0,7] denote any closed bounded interval. For any separable
reflexive Banach space Z, we let L1(I, Z) denote the space of Bochner inte-
grable functions with values in Z, and its dual by Lo (I, Z*). Let Z1, Z3 be any
pair real separable reflexive Banach spaces and £(Z7, Z3) the Banach space of
bounded linear operators from Z; to Zs. The topological dual of £(Z7, Z5) is
given by the class of nuclear operators £1(Z7, Z3). A continuous linear func-
tional £ on £L(Z, Z3), denoted by ¢(L), has the representation ¢(L) = Tr(L*S)
for some S € £1(Z7,Z3). It is easy to verify that there exists a constant ¢ > 0
such that

[ < el Lllecz,z)

where ¢ < |T'r(S)|. We use B1(Z) to denote the closed unit ball in any Banach
space Z. An operator C' € L(Z,Z>) is said to be compact if C(B1(Z1)) is a
relatively compact subset of Zs.

Let Boo(I,L(Z1,Z2)) denote the space of operator valued functions {7}
which are measurable in the strong operator topology and uniformly bounded
on the interval I in the sense that

sup{[| T() [l z(z1,2,),t € I} < 0.

Suppose this is furnished with the topology of strong convergence (convergence
in the strong operator topology) uniformly on I in the sense that, given T,,, T €
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Boo(I,L(Z1, Z5)), T,y =% T in this topology iff for every z € Zj,
sup{|T,,(t)z — T(t)z|z,, t € I} — 0

as n — oo. Let K(Z1, Z2)) denote the class of compact operators from Z; to
Zy. It is well known that this is a closed linear subspace of £(Z1, Z2) in the
uniform operator topology and hence a Banach space. Let I' be a closed convex
subset of K(Z1, Z2). We are interested in the set Boo(I,I") C Boo(I,K(Z1, Z2))
endowed with the relative topology of convergence in the strong operator topol-
ogy of the space L£(Z7, Z3) point wise in ¢t € I. Later in the sequel, this is used
as the set of admissible feedback operator valued functions. Throughout the
rest of the paper we consider only Hilbert spaces.

3. UNCERTAIN SYSTEM AND PROBLEM FORMULATION

Let X,Y,U, E be real separable Hilbert spaces, with X denoting the state
space, Y denoting the output space, and U the space where controls take their
values from. Let (Q, F, Fi>0, P) denote a complete filtered probability space
where {F;,t > 0} is an increasing family of subsigma algebras of the o-algebra
F. For any random variable z, £(z) = [, z(w)P(dw) denotes the expected
value (average) of the random variable z. Let {W(t),t > 0} denote the E-
valued Brownian motion with P{WW(0) = 0} = 1, and covariance operator
Q € LT (E), the space of positive nuclear operators on E. The complete system
is governed by the following system of equations:

dx = Axdt + F(z)dt + B(t)udt + o(z)dW, z(0) = z¢ in X, (3.1)
y=L(t)z+&inY, (3.2)
u=K(t)yin U, (3.3)

where the first equation describes the dynamics of the system in the state
space X giving the state x(t) at any time ¢ > 0, the second equation describes
the measurement process (sensor) that observes the status of the system in a
noisy environment characterized by the uncertain process £ and delivers the
output y(t),t > 0, with values from the Hilbert space Y. In order to regulate
the system (3.1), the third equation provides the control u(t) with values in
the Hilbert space U. It is the output of a linear operator valued function K
(to be chosen) with the measurement process y being its input.

In general the operator A is an unbounded linear operator with domain
and range in X. The operator F' is a nonlinear map in X, the operator valued
function B takes values from £(U,X) and o : X — L(F,X) is a nonlinear
operator. The operator L, representing the sensor (or measurement system),
takes values from £(X,Y’) and the output feedback control operator K is an
operator valued function taking values from the space L(Y,U). The process
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&(t),t > 0, represents the uncertainty in the measurement data and takes
values from the Hilbert space Y. For most practical situations, it is reasonable
to assume that the measurement uncertainty is bounded. And so without any
loss of generality, we may assume that the process £ is any strongly measurable
function taking values from the closed unit ball B;(Y') centered at the origin.
We denote this class of disturbance processes by D. Let F,q, whose precise
characterization is given later, denote the class of admissible feedback operator
valued functions {K (t),t > 0} with values in L(Y,U).

The performance of the system over the time horizon I = [0, T] is measured
by the following functional (called cost functional)

J(K,§) :5{/€(t,:p(t))dt+<1>(:v(T))} (3.4)
I

where £ : I x X — [0,00] and ® : X — [0, o0]. Clearly the cost functional
depends on the choice of the control law K in the presence of disturbance
&. Our objective is to find a bounded strongly measurable operator valued
function K that minimizes the cost functional taking into account the worst
case measurement uncertainty. In other words, we want a feedback law that
minimizes the maximum risk. This problem can be formulated as min-max
problem as stated below

' J(K., €). 3.5
hin max (K,€) (3.5)

4. REGULARITY OF SOLUTIONS

In order to solve the problem as stated above, we introduce the following
basic assumptions:

(A1) The operator A : D(A) C X — X is the infinitesimal generator of a
Co-semigroup of operators S(t),t > 0, on X.

(A2) The vector field F' : X — X is once continuously Fréchet differen-
tiable with the Frecheét derivative uniformly bounded on X and mea-
surable in the uniform operator topology along any bounded trajectory.

(A3) Both B and L are measurable in the uniform operator topology, and
B € L¢(]0,00), L(U, X)), L € L2¢(]0,00), L(X,Y).

For the admissible feedback control laws represented by the operator
valued function K, we introduce the following assumption.
(A4) Let I' € L(Y,U) be a nonempty closed bounded convex set and

Foa ={K € L([0,00), L(Y,U)) : K(t) € T a.e}.

(A5) The disturbance (measurement uncertainty) process & : [0,00) — Y,
is any measurable function taking values from the closed ball B;(Y)
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of the B-space Y. We denote this family by D. This represents the
uncertainty without any probabilistic structure.

(A6) The nonlinear diffusion operator ¢ : X — L(F, X) is once contin-
uously Fréchet differentiable with the first Fréchet derivative being
uniformly bounded on X.

(A7) The integrand ¢ : [0,00) x X — (—00,00] is measurable in the first
argument and once continuously Fréchet differentiable in the second
satisfying

£t 2)| < g(t) + crlalx, x € X,t >0

with 0 < g € L!°°([0,00)) and ¢; > 0. The function & is once contin-
uously Fréchet differentiable and there exist constants co,c3 > 0 such
that

()] < e2 + ek

By substituting the equations (3.2) and (3.3) into equation (3.1) we obtain
the following stochastic feedback system

dx = Axdt + F(z)dt + BK Lxdt + BKEdt + o(z)dW, z9 € X (fixed) , (4.1)

subject to the (unstructured) disturbance & € D and K € F,4. Note that,
because of uncertainty, the stochastic differential equation (4.1) is completely
equivalent to the following differential inclusion

dx(t) € (Ax + F(z) + BKLx + BKD(t))dt + o(z)dW,zo € X

for K € F,q where D : I —» 251(Y) \ 0 is a measurable multifunction, for
example the constant multi D(t) = B1(Y) for all ¢ > 0.

We introduce the vector space B (I, L2(£2, X)) consisting of X valued sec-
ond order progressively measurable random process adapted to the current of
sigma algebras {F;,t > 0}. This is endowed with the norm topology || z ||
derived from the following expression

I 2 |I*= sup{€l=(t) % t € I}.

It is easy to verify that, with respect to this topology, the normed space
B4 (1, Ly(2, X)) is a Banach space.

Before we conclude this section we present the following fundamental result
on the existence and regularity of solutions of the feedback system.

Theorem 4.1. Consider the stochastic uncertain feedback system given by
(4.1) over any finite time horizon I = [0,T], and suppose the assumptions
(A1)-(A6) hold. Then for every Fo-measurable initial state x(0) = xy €
Ly(Q, X), and any feedback law K € Foq and disturbance § € D, the system
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(4.1) has a unique mild solution v € B% (I, L2(S2, X)). Further, the solution
set

v ={o(.K.6) € AL (0. X)) s K € Fang D)
is a bounded subset of BS (I, La($2, X)).
Proof. See [1]. O

Using the factorization technique due to Da Prato and Zabczyk [10] we can
show that each member of X has a continuous modification.

For characterization of feedback control operators, we use the following
result due to Mayoral [12]. This result characterizes relatively compact subsets
of K(Y,U). See also [Serrano, Pineiro, Delgado 13] for similar results.

Lemma 4.2. [Mayoral [12], Theorem 1, p.79] If the B-space Y does not con-
tain a copy of 01, a setT' C IC(Y, U) is relatively compact iff (i): T is uniformly
completely continuous (ucc) and (ii): for every y € Y, the y section of I de-
noted by I'(y) = {L(y), L € I'} is relatively compact in U.

Since reflexive Banach spaces do not contain a copy of ¢;, the above propo-
sition holds for such spaces. We need the following assumptions.

(H1): Let {Y, U} be any pair of real separable Hilbert spaces and I' C (Y, U)
compact (Note that since Y is Hilbert, it does not contain a copy of
¢1). The set of admissible feedback control laws, denoted by F,q =
B (I,T) C Boo(I,K(Y,U)), is furnished with the Tychonoff product
topology 71 so that it is a compact topological space.

(H2): For the class of disturbance D, we choose the set Loo(I,B1(Y)) of
(essentially norm bounded) strongly measurable functions defined on
I and taking values from the closed unit ball B;(Y) of the Hilbert
space Y. By Alaoglu’s theorem, this set is a weak star compact subset of
Loo(1,Y) which is the dual of L;(1,Y™). This topology will be denoted
by Ty

Theorem 4.3. Consider the feedback system (4.1) and suppose the assump-
tions (A1)-(A6) and (H1)-(H2) hold. Then the solution map

(K,§) — x(K, &) = {x(t, K,§), t € I}

is jointly continuous on Faqx D to B% (1, La(§2, X) with respect to the product
topology T X Ty on Faq X D and the norm topology on B4 (I, Ly(£2, X)) .
Further, if (A7) holds then the functional J is jointly continuous on Fuq X D
with respect to the product topology Tr X Ty.
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Proof. See [1, Theorem 5.2]. O

5. NECESSARY CONDITIONS OF OPTIMALITY

Here we are mainly interested in developing a set of necessary conditions
of optimality. In order for K° € F,4 to be optimal in the face of adversity it
is necessary that there exists a £° € D so that the pair {K° £°} € Fuq x D
satisfies the following inequalities,

J(K®,§) < J(K°,¢°%) < J(K,£%) V (K, §) € Faa X D, (5.1)

called the saddle point inequality. In other words {K?°,£°} is a saddle point
for J. Throughout the rest of this paper we assume that a saddle point exists.
For existence, interested readers may see [1,20]. The inequalities (5.1) signify
that the system (4.1) with feedback control law K° will operate well in the
most adverse situation and even better in any other situation. Using this
we can construct necessary conditions of optimality. We use the right hand
inequality to characterize the optimal K° € F,; and the left hand inequality
to characterize the worst disturbance £° € D. Combining the two results we
obtain the optimal policy. For the characterization of the optimal feedback
operator K° we consider the system (4.1) subject to the worst case disturbance
£° € D giving

dx = Axdt + F(z)dt + BK Lxdt + BKE°dt + o(x)dW, zy € X, (5.2)

for K € F,q4. For the necessary conditions, we assume that the set I, defining
the admissible feedback operators Fgq, is a closed convex subset of K(Y,U).
For the proof of necessary conditions we shall use Yosida approximation of the
unbounded operator A. Let p(A) denote the resolvent set of A and R(\, A) =
(M — A)~! denote the resolvent of A corresponding to A € p(A). It is well
known that
{Ax = AR\, A), A € p(A)}

is a family of bounded linear operators in X and that A) converges strongly
to A on D(A). Let {S\(t),S(t),t > 0}, denote the semigroups of operators
taking values in £(X) generated by the pair {4y, A} respectively. It is well
known [2] that Sy(t) =% S(t) uniformly on any bounded set I = [0, T]. With
this preparation, now we can present the following result.

Lemma 5.1. Consider the system (5.2) and suppose the assumptions (Al)-
(A6) and (H1) hold. Let x° denote the (mild) solution of (5.2) corresponding
to the pair {A, K} and {"} the solution of (5.2) corresponding to the pair
{A,, K.} forn € p(A)N N and K,, € Fuq. Then, as A, — A strongly on

D(A) and K, =5 K, we have " —» x° in B% (I, L2(Q, X)).
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Proof. Note that z° is the solution of the integral equation
t
z°(t) = S(t)xo + / S(t —r)F(z°(r))dr
/ S(t —r)B(KLz° + £°)dr

/ S(t — Yo (2°(r))dW (1) (5.3)

and x" is the solution of the integral equation
t
x"(t) = Sn(t)xo—l—/ Sp(t —r)F(z"(r))dr

/s (t — r)BK,(La™ + £)dr

/ Sp(t —r)o(z"(r))dW (r). (5.4)
Subtracting equation (5.4) from (5.3) and rearranging terms we have
x°(t) — z"(t) = / Sp(t —r)[F(z°(r)) — F ("™ (r))]dr

/S (t —r)BK,L(z° — x™)dr

/ Sp(t —1r)(o(z°) — o(z™))dW (r) (5.5)

where el e2 are given by

ey (t) = (S(t) — Sn(t))zo +/0 (S(t—r) = Sn(t —r))F(2°(r))dr
+ /t(S(t — 1) —Sp(t —r))BK(Lx® + £°)dr
0

+ /t St — 1) B(K — K)[La® + €°)dr (5.6)
0
and
¢
e%(t) = /0 (S(t—r)—Sp(t—71)o(x°(r))dW(r) (5.7)

respectively. Since the sequence of semigroups .S, converges to S in the strong
operator topology uniformly on I, there exists a finite positive number M such
that

sup{|| Sn(t) llzx), | S@) lzx)t € I} < M.
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It follows from assumptions (A2) and (A6) that there exists a positive constant
[ such that the Fréshet derivatives of F' and o are bounded above by 5. By
assumptions (A3)-(A4) there exist positive numbers {Lg, v} representing the
essential sup of the operator norm of L and the bound of the set I' respectively.
Thus taking the expected value of the square of the X norm of (z°(t) —z" (1)),
it follows from equation (5.5) that

¢
et~ 2" O <malt) + [ h0El () —a"fdr (58)
0
where the function A is given by

h(t) = 25{(MB)* + (M~ || B(t) ||)* + (MB)*trQ}

and the sequence 7, is given by
(1) = 25E{|en (D% + len ()% ).t € 1.

Consider the sequence {el}. Since S,(t) =% S(t) in £(X) uniformly on I,
the first three terms converge to zero P-a.s uniformly in ¢ on I and they are
also dominated by square integrable random processes. So it follows from
dominated convergence theorem that the square of their X norms converges
to zero uniformly in ¢ € I. Note that y° = Lx° + £° € B% (I, L2(Q,Y)) and
therefore, considering the fourth term of e, we have

£l /0 Su(t — 1) B(r) (K (r) — Kn(r)y*(r)dr %

T
< TM? /O | B0 gy (I (K () = Kn(r))y? ()3 Yr. (5.9)

Since K, converges to K in the Tychonoff product topology on F,q = Boo(I,T),
the integrand converges to zero for almost all ¢t € I P-a.s. It is also dominated
by an integrable function. Hence by the dominated convergence theorem, the
fourth term of el also converges to zero and hence €|el(t)|3 — 0 uniformly
on I. Considering the process {e2} it is easy to verify that

{2 ()%}
_¢ / tr{(S(t = 1) — Sult — 1) (2°(r) Q0™ (2°(r))
X(S*(t—r)—Sn(t—r))}dr.

—5/ 1 (S(t = 7) = Su(t = r)o(@(r)V/Q |2 g x) dr-  (5.10)

By assumption () is nuclear so compact and therefore the composition operator
o(z°(r))y/Q is compact P almost surely. Thus it follows from the convergence
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of Sy, (t) to S(t) in the strong operator topology uniformly on I that the in-
tegrand converges to zero for almost all r € [0,¢] with probability one. Since
x° € B4 (1,L2(92,X)), it follows from the assumption (A6) that the integrand
in (5.10) is dominated by an integrable random process. Thus it follows from
Lebesgue dominated convergence theorem that the integral converges to zero
uniformly on /. Hence we conclude that the sequence {n,} is bounded on I
and that it converges to zero uniformly on I. Since @) is nuclear, it follows from
the expression for h given above and the assumption (A3) that h € L (I).
Hence by virtue of Gronwall inequality it follows from (5.8) that z,, — 2° in
the Banach space B% (I, L2(€2, R")). This completes the proof. O

Now we are prepared to develop the necessary conditions of optimality.
First, we consider the Yosida regularized system and present the necessary
conditions of optimality. Later, through limiting process, we derive from this
result the necessary conditions for the original system. For this purpose we
need the Fréchet derivatives of F' and o denoted by F), and o,. These are given
by

(F(¢+h) = F(C) = Fe(Q)h) = o(h), for (,h € X

(c(C+h)e—0c(C)e —0:((,h)e) = o(h) for (,h € Xand e € E,
where limy;,| ,o(|o(h)|x/|h|x) = 0. Note that h — 04((, h) is linear. By our
assumptions (A2) and (A6), it is clear from the above expressions that there
exists a finite number 8 > 0 such that for all { € X

[Fe(Ohlx < Blhlx
|o2(C helx < Blhlx|e|p-
Thus F,(¢) € £L(X) and 0,(¢,h) € L(E,X) for all (,h € X. Now returning to

our problem, recall that for any n € p(A) N N, the Yosida regularized version
of system (5.2) is given by

dx = Apxdt + F(z)dt + BK Lzdt + BKE°dt + o(x)dW,z9 € X.  (5.11)

The objective functional is the same as (3.4) repeated here for convenience,

Jo(K) = J(K,€°) = E{/E(t,a:(t))dt + @(x(T))}. (5.12)

1

The problem is to find a K° € F,q that minimizes the functional (5.12). The
following result characterizes the optimal K°.

Theorem 5.2. Suppose the assumptions (Al)-(A7) hold and that T' is con-
vex. Then, in order that the operator K° € F,q, with the associated solution
x° € BL (I, L2(82, X)), be optimal it is necessary that there exists a (uniformly
bounded) linear operator Y(xz°) € L(X), dependent on z°, and an associated
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Y € B% (I, L2(Q2, X)) satisfying the following inequality and the pair of evolu-
tion equations:

€/<B(K—KO)(L$O+§O),¢ >xx+dt >0V K € Fuq, (5.13)
1

dz’=[Apx°+F(2°)+BK°(Lxz° 4 £°)]dt+o(x°)dW, (0) =x¢,(5.14)
—d = [AL ¢ + F (%)) + (BKL)"¢ + T(2°)1 + Lo (t, 27)]dt
+og (2, ¢)dW,

P(T) = 0o (2°(T)), (5.15)
where Fy(x°) € L(X) denotes the Fréchet derivative of F' evaluated along the
path x° = x°(t) at time t and F}(x°) its adjoint; o%(x°, 1)) is the adjoint of
the Fréchet derivative of o evaluated at x° in the direction 1.

Proof. Since, for each n € p(A) N N, A, € L(X) and F,o are Lipschitz,
the problem (5.11) has a unique strong solution = € BZ (I, L2(2, X)). For
simplicity of notation, here we temporarily suppress the display of dependence
on n. Let K° € F,q denote the optimal feedback operator for the Problem
(5.11) and (5.12) and let z° denote the corresponding solution. Let K € Fgq,
¢ € [0, 1] and consider the control (operator valued function) K¢ = K°+¢e(K —
K?°). By convexity of I, it is clear that K¢ € F,q. Let 2° € B (I, L2(92, X))
denote the (strong = mild) solution of the system (5.11) corresponding to
K = K¢. Clearly by optimality of K°,

Jo(K®) — Jo(K°) >0 (5.16)
for all € € [0,1] and all K € F,q. Define
z(t) = laiﬁ)l(l/e)(azs(t) — z°(t)).

By straightforward algebra, it is easy to verify that z exists and satisfies the
following evolution equation

dz = Apzdt + Fp(2°)zdt + BK°Lzdt

+B(K — K°)(Lx° 4+ £°)dt + o4 (2°, z))dW,

2(0) =0, (5.17)
where we have suppressed the ¢ variable. This is a linear SDE with a non
homogeneous term given by B(K — K°)(Lz° + £°). It is easy to verify that
as K — K° in the 7p (Tychonoff) topology, z —= 0 in B (I, Lo(, X)).
Also note that under the assumptions (A3)-(A5), B(K — K°)(Lxz° + £°) €

L§(I,L2(2,X)). By Theorem 4.1, the equation (5.17) has a unique strong (=
mild) solution z € B% (I, L2(€2, X)). Clearly

f=B(K - K°) (L’ + ) — 2 (5.18)
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is a continuous linear map from L§(I, L2(Q, X)) to B% (I, L2(2, X)). Thus
there exists a bounded strongly measurable stochastic evolution operator ¥(¢,
5),0 < s <t < T such that the linear integral operator,

z(t) :/0 U(t,s)f(s)ds,t el

maps L§(I, Lo(€2, X)) into B (I, L2(€2, X)). By assumption (A7) both £ and @
are continuously Fréhet differentiable. Hence along the path x°, £,(-,z°(+)) €
LY(I,L2(Q, X)) and ®,(2°(T)) € Lo(£2, X). Dividing the inequality (5.16) by
e € (0,1] and letting e — 0, it follows from the properties of {¢, ®} mentioned
above that the Gateaux derivative of Jy at K° in the direction K — K° is well
defined and it satisfies the following inequality

dJo(K°, K — K°)
_ 5/ (£, 2°(1)), 2(8)) xdt + (@ (2°(T)), 2(T)) x > 0 (5.19)

for all K € F,q4. In view of the properties of £, and ®,, it is clear that
L) =€ / (£, 2°(1)), 2(1))xcdt + (®o(2°(T)), 2(T))x  (5.20)
is a continuous linear functional. Thus the composition map
f=B(K - K°(Lz°+&£°) — z — L(2)

is a continuous linear functional on L§(I, L2(£2, X)). Hence by Riesz represen-
tation theorem, there exists a ¢ € L§(I, L2(£2, X)) such that

=¢£ /(B(K — K°)(Lz° + £°),¢) xdt. (5.21)
1
Hence it follows from (5.19)-(5.21) that
dJo(K°, K — K°)
:5/(B(K—K°)(on+fo),¢)xdt>OVK€.7:ad. (5.22)
I

This proves the necessary condition (5.13). The necessary condition (5.14)
giving x° is just the solution of the state equation corresponding to A, and

K?, so nothing to prove. It remains to verify (5.15). Using the variational
equation (5.17) into the expression (5.21), we obtain

L(2)
= o [0 (o i E2 o (BICLY 30,00 (5.2
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Since all the operators are bounded, Ito differential rule applies. Using the Ito
differential rule given by

d(z,9) = (dz,9) + (2, dp)+ < dz,d¢p >,

where the last term denotes the quadratic variation term, it follows from (5.23)
that

L(z) = 5{/} d(z,0) — (z,dp + [Af + Fy (2°)¢ + (BK°L)*)dt

+ok(x®,¢)dW) — /I <dz,dy >}. (5.24)

Since it is only the martingale terms that contribute to the quadratic variation,
we have

5/1 < dz,dy >= 5/Itr(az(xo,z)Qa;(xo,w))dt (5.25)

where Q € L] (E) (space of positive nuclear operators on the Hilbert space E)
is the incremental covariance of the Wiener process W. Note that, given x°(t),

(G ) — tr(oz(2°(t), () Qo (2°(t), n))

is a symmetric bilinear map from X x X to R. Thus there exists a bounded
linear operator Yqg(x°(t)) € L(X) (dependent on x°) such that

(€ n) — tr(o2(2°(t), ()Qoz(z°(t),n)) = (To(x°(t))¢,n)x -

It follows from assumption (A6) that the map x — Y(x) is continuous and
uniformly bounded on X. Using this operator, the expression (5.24) can be
rewritten as

L) = e{ [es0) = (e + 4+ B2+ (BEOLY i

I
+OLa W)AW) ~ (5 Tl (5.26)
Now integrating by parts the first term on the right hand side of equation
(5.26) and setting
—dy = [Ayp + Fp (2°)¢ + (BKCL)"¢ + Yo (a(t)) + Lo (L, 2°)]dt
o (o, )W
P(T) = @.(2°(T)), (5.27)

we obtain

L(z) = 8{/(z(t),€x(t,x"(t))dt + (2(7), @x(xO(T))}. (5.28)

1
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This is precisely the functional (5.20) which was originally obtained through
the variation of the cost functional. This verifies consistency. Thus we have
obtained the stochastic differential equation (5.27) which coincides with the
necessary condition given by the adjoint equation (5.15). This completes the
proof. O

To proceed further we must now indicate the dependence of the optimal
variables { K° 2%} on n € N associated with the regularized problem (5.11)
and (5.12). From hereon these will be denoted by { K2, 2, 1, }. In other words,
the logical notation for the complete optimality system given by (5.13)-(5.15)
is as follows:

5/ < B(K — K})(Lxy, +£°),¢n >x dt >0V K € Fgq, (5.29)
I
dg, =[Apa+ F(25)+ BK2(Lat, + £°))dt+0 (x5)dW, 2(0) =z0, (5.30)
—dip, = [ w+F*( 2)¥n + (BEGL) Yy + To(ay)vn

Ce(t, 27)]dt + o7 (27, 1hn) AW,
Yn(T) = x(xZ(T))- (5.31)

We must now prove that the optimality system for the original problem (5.2)
with the cost functional (5.12) is given by the following theorem.

Theorem 5.3. Suppose the assumptions (A1)-(A7) hold and that T is a con-
vex subset of L(Y,U) and F,q the corresponding class of admissible feedback
operators. Then, in order that the operator K° € F,q, with the associated
solution x° € B% (I, L2(Q2, X)), be optimal it is necessary that there exists a
(uniformly bounded) linear operator Yq(x°) € L(X), dependent on z°, and
an associated ¢ € B% (1, L2(Q, X)) satisfying the following inequality and the
pair of evolution equations:

5/<B(K—K0)(Lx°—|—§o),¢ >xdt >0V K € Foq, (5.32)
I

dx® = [Ax° 4+ F(2°) + BK°(Lx° 4 £°)]dt + o (x°)dW, z(0) = ¢, (5.33)
—dip = [A™Y + F(2°)¢ + (BK?L)") + Y ()¢ + Lo (t, 2°)]dt
+O’; <x07 w)dW7
W(T) = @, (2°(T)), (5.34)
where Fy(x°) € L(X) denotes the Fréchet derivative of F evaluated along the
path x° = z°(t) and F}(x°) its adjoint; o (x°, 1)) is the Fréchet derivative of
o*(x) evaluated at x° in the direction 1.
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Proof. We use the sequence of optimality systems (5.29)-(5.31) corresponding
to the Yosida regularized problem and prove that in the limit they satisfy
the inequality (5.32) and the evolution equations (5.33)-(5.34). Recall that
by Theorem 4.1, the evolution equation (5.33) has a unique mild solution
x° € B (I,L2(Q2, X)) and further the solution set corresponding to the ad-
missible set F, is also a bounded subset of B (I, L2(£2, X)). We start with the
sequence { K2,z 1} € Fuq X BE (I, La(R2, X)) x BL (I, La(€2, X)) which is
optimal for the sequence of Yosida regularized system (5.29)-(5.31). Since Fgq
is compact in the 7 topology there exists a generalized subsequence (subnet),
relabeled as the original sequence, and an element K° € F,; such that

K° 5 K°in Fuq (5.35)
as n — o0o. Let 2° € B% (I, L2(f2, X)) denote the mild solution of equation
(5.2) (equivalently (5.33)) corresponding to the pair {A, K°}. Then it follows
from Lemma 5.1 that

2% 25 2° in BY (I, Ly (2, X)). (5.36)

Similarly, considering the sequence of adjoint systems (5.31), we can prove
that, along a subsequence if necessary,

wn i> ¢ in Bgo(I7L2(97X)) (537)

where 9 is the mild solution of the adjoint evolution equation (5.34). The fact
that it is F; progressively measurable follows from the Riesz representation
theorem leading to the expression (5.21). The proof is very similar to that of
Lemma 5.1. We present only a brief outline. The mild solution of equation
(5.34) is given by the solution of the backward stochastic integral equation

T
P(t) = (T = 1)@ (2°(T)) + / ST — ) Fp(2°(s))b(s)ds

; t

—I—/t S*(T — s)(BK°L)(s)*(s)ds
T

[ ST = )us)ds
T

+/t S*(T — s)ly(s,2°(s))ds

T
n /t ST — 8)0™ (2°(s), ¥(s))dW (s). (5.38)
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Similarly the mild solution of equation (5.31) is given by the solution of the
integral equation

bn(t) = SE(T /s* ) Fa(25(5))n(s)ds
/ SH(T — s)(BK°L)(s) tn(s)ds
+ / ST — $)0(a5(5))bn (5)ds
T
+/t S*(T — s)lx(s,zp(s))ds
T
T / SA(T — )05 (25,(5), a(5)) AW (5). (5.39)

We have seen in the course of the proof of Theorem 5.2 that by virtue of Riesz
representation theorem the adjoint process ¢ belongs to the class L§(1, La(£2,
X)) and further it follows from (5.37) that ¢» € B% (I, L2(2,X)). Thus the
identities in (5.38) and (5.39) are to be understood in the sense that all the
terms on the righthand side of these identities are the projections on to the
sigma algebra JF; for each ¢ € I. For notational convenience we can avoid this
since the proof is independent of the additional notations. Now subtracting
(5.39) from (5.38) and carrying out long but straight forward algebra and fol-
lowing, by and large, similar steps as in Lemma 5.1, we arrive at the conclusion

Un = ¥ in By (1, La(Q, X)) (5.40)

For convenience of the reader we list only the ingredients used for the detailed
proof. These are (pl): A, =% A on D(A) implies S,(t) =% S(t) on X
uniformly on I. Since X is a Hilbert space, the adjoint semigroups are also
continuous in the strong operator topology so that S (t) =% S*(t) uniformly
on I. (p2): By assumption (A7), ( — ®,(¢) is bounded and continuous on

X. (p3): n — Fy(n) is continuous on X and uniformly bounded as elements

of £(X) and hence as x9(t) — 2°(t) in X for each ¢t € I, P-a.s., we have

Fp(x8(t)) — Fp(z°(t)) again P-a.s. (p4): Boo(I,I') C Bso(I,K(Y,U)) is a

bounded set and compact in the Tychonoff product topology and hence, along

a generalized subsequence (subnet) if necessary, K2 Iy K°. Thus by the

definition of Tychonoff product topology and Mayoral’s compactness result
Tso,

(Lemma 4.2), we have K2(t) —=% K°(t) for each t € I. (p5): Recalling the
definition of the operator T¢ given by

(€ m) — tr(ow(2°(t), O)Qoz(x°(t),n)) = (To(z°(1))¢, n)x
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it follows from assumption (A6) that this (nonlinear) operator is uniformly
bounded and z — T¢(z) is continuous from X to L(X). (p6): ¢ — £x(t,()
from X to X is continuous and it follows from our assumption (A7) that it is
square integrable and dominated by such functions. (p7): By assumption (A6),
| 02(2,h) [lz(e,x)< Blh|x independently of z € X and that 2 — 0,(2,h) is
continuous. (p8): Finally by assumption (A3), || L [|= {|L()|z(x,y),t € [} =
L < . Using these facts in the analysis combined with Gronwall inequality
we arrive at the conclusion stating (5.37). Thus {z° ¢} € B% (I, L2(92, X))
are the mild solutions of the evolution equations (5.33) and (5.34) respectively.
Now it is easy to show that the inequality (5.32) follows from the inequality
(5.29). Indeed define the function

H,: IxK(Y, Uy x XxX —R
by
Ho(t, K, ¢,n) = (BIOK(L(H)C +£°(1),m)

Subtracting the expression on the left of (5.29) from the expression on the left
of (5.32) we obtain

{/H (8, KO () — KO(8), 2°(8), (1)) dt
S (1) — KO(1),2°(t) — 29(0),0(0))dt
/ H (1, K (1) — K5(t),x <>,¢<t>—¢n<t>>dt}, (5.41)

which is defined for all K € F,4. In view of the boundedness of the solu-
tion set as seen in Lemma 4.1, which implies boundedness of the set {¢,} C
B2 (I,L2(2, X)), and the assumption (A3) giving B € Lo(I,L(U, X)), the
integrands are all dominated by integrable functions for almost all ¢ € I and
P-a.s. By virtue of (5.35) the first integrand converges to zero for almost all
t € I, P-a.s. Since I' is a bounded set, it follows from (5.36) that the second
integrand converges to zero for almost all ¢ € I, P-a.s. Similarly, by virtue
of (5.37) and boundedness of the sequence { K2, x0} € Foq x B (I, L2(2, X))
the third integrand converges to zero for almost all ¢ € I, P-a.s. Thus by
letting n — oo it follows from the Lebesgue dominated convergence theorem
that the expression (5.41) converges to zero. Since the inequality (5.29) holds
foralln € N and K € F,q4, it follows from the above convergence results that
the inequality (5.32) holds for all K € F,4. This proves that the necessary
conditions of optimality for the original problem are given by (5.32)-(5.35)

O

Remark 5.4. It is interesting to note that, for the necessary conditions of
optimality, we can relax the Mayoral type [Lemma 4.2] compactness of the
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set I' € L(Y,U) to mere compactness in the strong operator topology while
retaining the Tychonoff product topology on By (I,T).

We used the right hand inequality of (5.1) to characterize the optimality
of the (feedback) operator valued function K° € F,q. Now we consider the
problem of characterizing the worst case disturbance £° and for this we use
the left hand inequality of (5.1). Combining the two results later we will have
the complete optimal policy. This is presented in the following theorem.

Theorem 5.5. Consider the system (4.1) corresponding to a fired K° € Foq
and § € D arbitrary and suppose the assumptions (A1)-(A7) hold. Then, in
order that £° € D, with the corresponding solution T° € B (I, L2(Q, X)), be
the extremal (worst disturbance) it is necessary that there exists an adjoint pro-
cess o € BY (I, Ly(2, X)) such that the triple {z°,p,&°} satisfy the following
evolution equations,

di® = Ai°dt+ F(3°)dt+ BK°(L3° + £°)dt +0(3°)dW, i°(0) =z, (5.42)

m X,
—dp = (A% + F{(2%)¢ + (BK°L)"p) + Tq(3°)p)dt + (o(t, 2°)dt
+o,(Z°(t),¥(t)dW, o(T) = ©,(z°(T)) in X, (5.43)

and the inequality given by
5/<BK°(§"—§),¢>X dt >0V EeD. (5.44)
T

Proof. The proof of this result is entirely similar to that of Theorem 5.3 and
again this is based on the Yosida regularization as seen in Theorem 5.2. To
avoid the repetition we omit it. O

Now we are ready to present our final result. Combining the results of
Theorem 5.3 and Theorem 5.5 we obtain the necessary conditions of optimality
for our original problem, the min-max problem (3.5) subject to (3.1)-(3.4).
This is stated in the following theorem.

Theorem 5.6. Consider the feedback system (4.1) corresponding to K €
Fuda and & € D and suppose the assumptions (A1)-(A7) hold. Then, in or-
der that the pair (K°,£°) € Faq X D, with the corresponding solution xz° €
B2 (I, L2(R2, X)), be optimal for the min-maz problem (3.5) subject to (3.1)-
(3.4), it is necessary that there exists an adjoint process ¢ € B% (I, L2(£2, X))
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such that the quadruple {x° 1, K° £°} satisfy the following evolution equa-
tions:

dx®=Az°dt+ F (x°)dt+BK°(Lz°+£°)dt+o(x°)dW, z°(0) = o, (5.45)

m X,
—dip = (A" + Fj(2°) + (BK°L)*Y) + Yo (a°)¢)dt + €y (t, z°)dt
+o,(2°(t), ¥ (1))dW, ¢(T) = ©o(2°(T)) in X, (5.46)
and the following inequalities:
5/ < B(K — K°)(La® + £), >x dt > 0V K € Foa, (5.47)
I

/<BKO(§—§°),w>X dt <0V ¢EeD. (5.48)

I

Proof. Let {K°,£°} be the optimal pair. Then comparing the state equations
(5.33) and (5.42), it is clear that they are one and the same equation with the
same initial condition. So by virtue of uniqueness, we have x° = z° giving
the state equation (5.45). Given this, comparing the adjoint equations (5.34)
and (5.43) we observe that they are again one and the same equation with
the same terminal condition. Thus ¢ = ¢ giving the adjoint equation (5.46).
From this it is clear that the inequality (5.47) is the same as (5.32), and (5.48)
coincides with (5.44). This proves all the necessary conditions of optimality
as stated. 0

Using the inequality (5.48), the necessary conditions of optimality given by
Theorem 5.6 can be simplified as follows.

Corollary 5.7. Consider the optimal feedback control problem (3.4)-(3.5) sub-
ject to the system dynamics (4.1). Then, for K° € Fuq to be optimal it is
necessary that there ezists a pair {z°,v} € B2 (I, L2(, X)) satisfying the
following evolution equations:
dx® = Ax°dt+ F (2°)dt+BK°(Lx°+n((BK°)*))dt+o(x®)dW, (5.49)
z°(0) = xg, in X
—dip = (A" + Fy(2°)¢ + (BK°L)* ) + Yo (a°)¢)dt + £, (t, 2°)dt
+o(20(t),(2)dW, P(T) = 04(2°(T)) in X, (5.50)

and the following inequality:

5/ < B(K — K°)[La® + n((BK°)*¢)], ¢ >x dt >0, ¥ K € Fog, (5.51)
I
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where

) W/lyly) fory(#0)eY
ny) = {0 fory=0.

Proof. It follows from the inequality (5.48) that £° must maximize the linear
functional

p(g):€/<BK°§,w >x dt:€/<£, (BK®)* >y dt (5.52)

I I

on D= Ly(I,B1(Y)). Clearly, for almost all t € I and P-a.s, the functional
§ — gi(§) =< & (B()K°(1)) (1) >y

is a continuous linear functional on Y and so weakly continuous. Since Y is
a Hilbert space, the unit ball B;(Y') is weakly compact and hence g; attains
its maximum on the boundary 0B;(Y) and the maximizer is given by ¢ =
n((B(t)K°(t))*1(t)). This is defined for almost all ¢ € I and P-a.s. Thus we
may define the function

C(t) =n((B(t)K°(t))*(t)), for almost all t € I, P — a.s.

Clearly, it follows from the measurability of {B, K° 1} and continuity of the
map 7 that the Y valued function ¢ — ((¢) is measurable. We take £° = (.
Substituting this expression for £° in equations (5.45)-(5.47) we obtain the
necessary conditions (5.49)-(5.51). This completes the proof. O

Remark 5.8. Note that the state and the adjoint processes {z°, ¢} are given
by the solutions of the two point stochastic boundary value problems (2PS-
BVP) (5.49)-(5.50).

6. POINTWISE NECESSARY CONDITIONS & COMPUTATIONAL ALGORITHM

From the necessary conditions of optimality given by Theorem 5.6, we can
easily derive the following pointwise necessary conditions of optimality.

Corollary 6.1. Suppose the assumptions of Theorem 5.6 hold. Then the nec-
essary conditions of optimality given by (5.47)-(5.48) are equivalent to the
necessary conditions given by the following inequalities:
< B(t)(K — K°(t))(L(t)z°(t) + £°(t)),v(t) >x> 0, V K € T', (6.1)
< B()K(t)(§ = £°(1),¥(t) >x< 0, VE € Bi(Y) (6.2)
which hold dt X dP a.e on predictable subsets of the set I x ) subject to the dy-

namic constraints (5.45)-(5.46). Further, the inequalities (6.1)-(6.2) are equiv-
alent to the single inequality

< (K — K°)[La® + n((BO)K°(t))* (1)), B*(#)y(t) >y> 0¥ K € I. (6.3)
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Proof. Using Lebesgue density argument with respect to the dt x dP measure
on the sigma algebra of F; predictable subsets of the set I x ) one can easily
derive the inequalities (6.1) and (6.2) from (5.47) and (5.48) respectively. In
other words, the set of evolution equations (5.45)-(5.46) and the inequalities
(6.1)-(6.2) constitute the point wise necessary conditions of optimality. Fur-
ther, it follows from the inequality (6.2) that the worst case uncertainty £°
must be given by the expression £°(t) = n((B(t)K°(t))*1(t)) where 7 is the
retraction of the unit ball B;(Y)\ {0} (as given in Corollary 5.7). Substituting
this in the inequality (6.1) we arrive at the expression (6.3). This completes
the proof. O

A Conceptual algorithm:

Using the inequality (6.3) and the state and the adjoint equations (5.49)-
(5.50) one can develop a computational algorithm and determine the extremal
K°(t). But this will produce an operator valued random process K¢ which is
very difficult, if not impossible, to physically implement. Our objective here
is to find an optimal deterministic operator valued function. To achieve this
goal we use Fubinins theorem in (5.51) and Lebesgue density argument (now
with respect to the dt measure only) to derive the following inequality

E{< (K — K°(t)y(t, K°(t),2°(t),¥°(t)), B*(£)y°(t) >v} >0, (6.4)
VKel,aetel,

where

y(t, K2(t), 2°(),4°(t))

[L(#)°(t) +n((B()K°(1))"°(1))]
and
{22 9%}
are the mild solutions of the evolution equations (5.49)-(5.50). For any y € Y
and u € U we define the linear operator u®y € L(Y,U) by setting (u®y)(z) =

u (y,2)y for every z € Y. Clearly it is a nuclear operator. Using the tensor
product we define the operator valued random process

2°(t) = B(t, 2%, 9%, K°) = ((B*()y° () @ y(t, K°(t),2°(t),v°(t))) , t € 1.

It follows from the assumptions on the operator valued functions {B, L} and
the fact, {z°,¢°} € B% (I, L2(Q, X)), that E°(t) € L£1(Y,U) (nuclear) for
almost all ¢ € I with probability one. In fact even more is true, E° &
L§(I, Ly(2, £1(Y,U))). Using this operator we can rewrite the inequality (6.4)
compactly as follows:

E{Tr((K—K°(t)" E°(t))} >0V K eT,tel. (6.5)
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Since our objective is to find an optimal deterministic feedback operator valued
function, and the expectation and trace operations are both linear, we can
rewrite the inequality (6.5) as

Tr((K — K°(t)*E(B°(t))) = Tr((K — K°(t))*R°(t)) >0, VK €T, (6.6)

where R°(t) = £(E°(t)). Here the integration £(-) is understood in the sense of
Gelfand (weak star integral) where the Banach spaces in duality are £(Y,U)
and £1(Y,U), the later denoting the space of nuclear operators. Hence R°(t)
is a well defined element of £(Y,U) for almost all ¢ € I.

Based on the expression (6.6) one can construct a gradient type algorithm
for approximately determining the optimal K. Given the K,, € F,q4 at the n-th
stage, one obtains {z,,,} solving the coupled system of equations (5.49)-
(5.50) corresponding to K,,. This gives the function y,(t) = y(t, K, (t), z,(t),
Yn(t)),t € I, and hence the operator

Rn(t) = E(Bn(t) = E{(B"(O)¢n(t)) @ yn(t)},t € I.
The update for K at the (n + 1)-th stage is then given by
Kpi1(t) = K (t) — eRy(t),t € 1.

The choice of the step size (> 0) is determined by the desired speed of
convergence and the requirement that K,1(t) € T for ¢ € I. Thus at the
n-th stage, ¢ may depend on n. Therefore, choosing ¢,, > 0 sufficiently small,
it follows from the definition of Gateaux derivative and (5.51) that

ToFnr) = BoE) =2 [ 1 Ral®) Py dt +ole). (61
where Jj is given by the functional (5.12) evaluated at

§"(t) = n((BKn)" (t)¢n(t))

replacing £°(t). From this it is evident that for a suitable choice of the step size
en > 0, the sequence {Jy(Ky,)} is monotone decreasing. Under the assumption
(A7), Jo(K) > —oo for all K € I'. Thus Jy(K,) converges possibly to a local
minimum. By our construction of the sequence {K,(t),t € I} C T' and by
hypothesis (H1) of Theorem 4.3 and Mayoral’s compactness (Lemma 4.2),
there exists a subnet (generalized subsequence) of the sequence {K,} that
converges to the optimal K° in the Tychonoff’s product topology on B (I, T).
Similar algorithm has been used successfully for finite dimensional problems
illustrated by several numerical results presented in our paper [7].

Some Special Cases: (A) If the diffusion related operator valued function
o is independent of the state variable z, the necessary conditions given by
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the Corollary 5.7 simplify substantially. The adjoint equation reduces to the
following proper differential equation on X

—(dy/dt) = (A*¢ + Fy(a°)¢ + (BK°L)*) + L (t, z°),
W(T) = By(2°(T)) in X (6.8)

with coefficients which are either operator or vector valued random processes
such as F}(z°(t)) and ¢, (t,2°(t)) and the terminal condition ®,(x°(T")) etc.
The necessary condition given by the inequality (5.51) however remains valid.

(B) Let us compare the above result with its deterministic counterpart
where 0 = 0 and z( is deterministic. In this case the state equation (5.49)
also reduces to a proper differential equation and the adjoint equation is again
given by the equation (6.8) with deterministic coefficients. The necessary
condition given by the inequality (5.51) remains unchanged. Therefore, the
pointwise necessary condition given by the inequality (6.3) is valid for all these
cases.

Some Open problems: In recent years fractional Brownian motion has been
used in the study of filtering and control theory.

(A): Recently Ducan, Maslowski and Pasik-Duncan [15] have used fractional
Brownian motion in their study of linear quadratic control problems on infinite
dimensional Hilbert spaces. They assume the principal operator to be the
infinitesimal generator of an analytic semigroup. This permits inclusion of
unbounded operators for observation as well as control. In this paper we
have considered general semilinear systems driven by Brownian motion (with
the principal operator being the infinitesimal generator of a Cy-semigroup)
on infinite dimensional Hilbert spaces. It would be interesting and useful to
extend our results to systems driven by Fractional Brownian motion.

(B): In the study of linear filtering for finite dimensional systems, fractional
Brownian motion, both for the dynamic system and the observation process,
have been used [14]. To the best of knowledge of the author no extension of
these results to infinite dimensional Hilbert spaces has been reported so far.
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