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Abstract. In this paper, we investigate a self adaptive accelerated method for solving split

common fixed point problem for a finite family of firmly-nonexpansive type mappings (Type

P) and monotone variational inclusion problem in p-uniformly convex and uniformly smooth

Banach spaces. Using a modified Halpern method together with an inertial extrapolation

method, we prove a strong convergence theorem for solving the aforementioned problems.

The implementation of our iterative method does not require prior knowledge of the operator

norm. We also provide some numerical examples to show better performance of our method.

Our results extend and complement many related results existing in the literature.

1. Introduction

Let C be a nonempty, closed and convex subset of a real Banach space X.
Given a nonlinear mapping T : C → C, then we define a firmly nonexpansive
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type mapping (see [23]) (also known as type P mapping) as

〈JTx− JTy, Tx− Ty〉 ≤ 〈Jx− Jy, Tx− Ty〉 (1.1)

for all x, y ∈ C, where 〈., .〉 denotes the duality pairing between elements of X
and X∗ and J is the duality mapping of the Banach space X. It is obvious
that if J = I, then the definition of a firmly nonexpansive mapping in real
Hilbert spaces coincides with (1.1).

Let C and Q be nonempty, closed and convex subsets of two real Banach
spaces X and Y with their dual spaces X∗ and Y ∗, respectively. Let A :
X → Y be a bounded linear operator. Several optimization problems such as
split variational inequality problem (SVIP), split variational inclusion problem
(SVP), split minimization problem (SMP), split equilibrium problem (SEP),
among others have been defined in terms of SFP, (see for example [1, 3, 19,
20, 27, 28, 31, 37] and the references therein).

If C = F (T ) and Q = F (U), where F (T ) and F (U) denote the set of fixed
points of T and U , respectively, T : X → X and U : Y → Y form nonlinear
mappings, then we obtain the split common fixed point problem (SCFPP).
Very recently Taiwo et al. [38] proposed an inertial-type shrinking projection
algorithm for solving the two-set split common fixed point problems of a type
(P) mapping in the framework of Banach spaces and proved a strong conver-
gence theorem. Let A : X → X∗ be a single-valued nonlinear mapping and
B : X → 2X

∗
be a multi-valued mapping. The monotone variational inclusion

problem (MVIP) consists of finding a point x∗ ∈ X such that

0 ∈ A(x) +B(x). (1.2)

The solution set of problem (1.2) is denoted by MV I(A,B). Many nonlinear
problems arising in applied sciences such as image recovery, signal process-
ing, and machine learning are mathematically modeled as a nonlinear oper-
ator equation and this operator is decomposed as the sum of two nonlinear
operators, (see [15, 24]). MVIP has been an important tool for solving prob-
lems arising in mechanics, optimization, nonlinear programming, economics,
finance, applied sciences, among others (see [2, 4, 6, 7, 8, 17] and the references
therein).

If A = 0 in (1.2), then, we have the variational inclusion problem (VIP),
which amounts to finding x ∈ X such that

0 ∈ B(x). (1.3)

In the settings of one Hilbert space and one Banach space, Takahashi and
Yao [39] investigated the split common null point problem by using hybrid
method and shrinking projection method. In the same year, Tang et al. [40]
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introduced an iterative scheme, which does not involve the projection opera-
tor, to approximate a split common fixed point of a quasi pseudo-contractive
mapping and an asymptotically nonexpansive mapping in the setting of two
Banach spaces, and obtained a weak convergence theorem as well as a strong
convergence theorem under the assumption of semi-compactness on the map-
ping.

In 2019, Ma et al. [25] introduced a shrinking algorithm for solving SFP
and fixed point problem of quasi-φ-nonexpansive mapping in the setting of
two Banach spaces, and proved that the sequence generated by the proposed
algorithm converges strongly to a common solution of the SFP and fixed point
problem. One of the best ways to speed up the convergence rate of iterative
algorithms is to combine the iterative scheme with the inertial term. This
term is represented by θn(xn − xn−1) and is a remarkable tool for improving
the performance of algorithms and it is known to have some nice convergence
characteristics. Readers should consult [1, 3, 5, 9, 21, 22, 30, 41] for more
information on inertial extrapolation technique.

In this article, we consider the following problem:

x∗ ∈ F (ResBσ ◦ABσ ) ∩
m⋂
j=1

T−1(F (Vj)). (1.4)

The definitions of ResBσ , A
B
σ and Vj are given in Section 2 and Section 3 re-

spectively.

Motivated by the results in [25], [39], [40] and other related results in litera-
ture, we introduce a self adaptive accelerated method for solving split common
fixed point problem for a finite family of firmly-nonexpansive type mappings
(Type P) and monotone variational inclusion problem in p-uniformly convex
and uniformly smooth Banach spaces. Using a modified Halpern method to-
gether with an inertial extrapolation method, we prove a strong convergence
theorem for solving the aforementioned problems.

Lastly, we provide some numerical examples to show better performance of
our method in comparison with other related results. Our results extend and
complement many related results in literature.

Our proposed method is endowed with the following features:

(1) We considered approximating the solution of problem (1.4) in a p-
uniformly convex Banach space to get more general results than the
ones in [9, 16, 30, 32].

(2) Our method uses self-adaptive stepsizes and the implementation of
our method does not require the prior knowledge of the norm of the
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bounded linear operator T , (see [32]). We emphasize that our strong
convergence result is free of compactness condition.

(3) We were able to dispense with the condition
∞∑
n=1

θn||xn − xn−1|| < ∞

which is often required for the inertial method.
(4) Our algorithm does not require at each step of the iteration process,

the computation of subsets of Cn, Qn and Dn (or Cn+1) as in the case
in [38] and the computation of the projection of the initial point onto
their intersection, which leads to a high computational cost of iteration
processes.

The removal of all these restrictions makes our work applicable to more real
world problems.

Remark 1.1. We emphasize that approximating a common solution of SMVIPs,
SFPs and fixed point problem have some possible applications to mathemati-
cal models whose constraints can be expressed as SFPs and SMVIPs. In fact,
this happens in practical problems like signal processing, network resource
allocation, image recovery, among others (see [18]).

2. Preliminaries

We state some known and useful results which will be needed in the proof
of our main theorem. In the sequel, we denote strong and weak convergence
by ”→” and ”⇀”, respectively.

Let X be a real Banach space and f : X → R, then f is called:

(i) Gâteaux differentiable at x ∈ X, denoted by f ′(x) or ∇f(x), if there
exists an element y of X, such that

lim
t→0

f(x+ ty)− f(x)

t
= 〈y, f ′(x)〉, y ∈ X,

f is Gâteaux differentiable on X if f is Gâteaux differentiable at every
x ∈ X;

(ii) weakly lower semicontinuous at x ∈ X, if xk ⇀ x implies f(x) ≤
lim inf
k→∞

f(xk). f is weakly lower semicontinuous on X, if f is weakly

lower semicontinuous at every x ∈ X.
Let K(X) := {x ∈ X : ‖x‖ = 1} denote the unit sphere of X. The modulus
of convexity is the function δX : (0, 2]→ [0, 1] defined by

δX(ε) = inf

{
1− ‖x+ y‖

2
: x, y ∈ K(X), ‖x− y‖ ≥ ε

}
.

The space E is said to be uniformly convex if δX(ε) > 0 for all ε ∈ (0, 2]. Let
p > 1. Then X is said to be p-uniformly convex (or to have a modulus of
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convexity of power type p) if there exists cp > 0 such that δX(ε) ≥ cpεp for all
ε ∈ (0, 2]. Note that every p-uniformly convex space is uniformly convex. The
modulus of smoothness of X is the function ρX : R+ := [0,∞)→ R+ defined
by

ρX(τ) = sup

{
‖x+ τy‖+ ‖x− τy‖

2
− 1 : x, y ∈ K(X)

}
.

The space X is said to be uniformly smooth if ρX(τ)
τ → 0 as τ → 0. Let q > 1.

Then a Banach space X is said to be q-uniformly smooth if there exists κq > 0
such that ρX(τ) ≤ κqτ q for all τ > 0. It is known that X is p-uniformly convex
if and only if X∗ is q-uniformly smooth, where p and q satisfy 1

p + 1
q = 1, (see

[13]).

Let p > 1 be a real number, the generalized duality mapping JXp : X → 2X
∗

is defined by

JXp (x) = {x ∈ X∗ : 〈x, x〉 = ‖x‖p, ‖x‖ = ‖x‖p−1},

where 〈., .〉 denotes the duality pairing between elements of X and X∗. In
particular, if p = 2, then JX2 is called the normalized duality mapping. If X
is p-uniformly convex and uniformly smooth, then X∗ is q-uniformly smooth
and uniformly convex. In this case, the generalized duality mapping JXp is

one-to-one, single-valued and satisfies JXp = (JX
∗

q )−1, where JX
∗

q is the gen-
eralized duality mapping of X∗. Furthermore, if X is uniformly smooth, then
the duality mapping JXp is norm-to-norm uniformly continuous on bounded
subsets of X (see [14] for more details).

If f : X → (−∞,+∞] is a proper, lower semicontinuous and convex func-
tion, then the Frenchel conjugate of f denoted by f∗ : X∗ → (−∞,+∞] is
defined as

f∗(x∗) = sup{〈x∗, x〉 − f(x) : x ∈ X, x∗ ∈ X∗}.

Let the domain of f be denoted by domf = {x ∈ X : f(x) < +∞}. For any
x ∈ int(domf) and y ∈ X, we denote and define the right-hand derivative of
f at x in the direction of y by

f0(x, y) = lim
t→0+

f(x+ ty)− f(x)

t
.

Definition 2.1. ([10]) Let f : X → (−∞,+∞] be a convex and Gâteaux
differentiable function. The function ∆f : X ×X → [0,+∞) defined by

∆f (x, y) := f(y)− f(x)− 〈∇f(x), y − x〉 (2.1)

is called the Bregman distance with respect of f , where 〈∇f(x), y〉 = f0(x, y).
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It is well known that Bregman distance ∆f does not satisfy the properties of
a metric, because ∆f fails to satisfy the symmetric and triangular inequality

properties. Moreover, it is well known that the duality mapping JXp is the

sub-differential of the functional fp(.) = 1
p ||.||

p for p > 1 (see [12]). Using

(2.1), one can show that the following equality called three-point identity is
satisfied:

∆p(x, y) + ∆p(y, z)−∆p(x, z) = 〈JXp (z)− JXp (y), x− y〉, ∀ x, y, z ∈ X.

In addition, if f(x) = 1
p ||x||

p, where 1
p + 1

q = 1, then we obtain

∆f (x, y) = ∆p(x, y) =
1

p
‖y‖p − 1

p
‖x‖p − 〈y − x, JXp (x)〉

=
1

p
‖y‖p − 1

p
‖x‖p − 〈y, JXp (x)〉+ 〈x, JXp (x)〉

=
1

p
‖y‖p − 1

p
‖x‖p − 〈y, JXp (x)〉+ ‖x‖p

=
1

p
‖y‖p +

1

q
‖x‖p − 〈y, JXp (x)〉. (2.2)

Let T : C → C be a nonlinear mapping,

(i) a point p ∈ C is called an asymptotic fixed point of T, if C contains a
sequence {xn} which converges weakly to p and lim

n→∞
‖Txn − xn‖ = 0.

We denote by F̂ (T ) the set of asymptotic fixed points of T ;
(ii) T is said to be Bregman quasi-nonexpansive, if

F (T ) 6= ∅ and ∆p(u, Tx) ≤ ∆p(u, x), ∀ x ∈ C, u ∈ F (T );

(iii) T is said to be Bregman relatively nonexpansive, if

F̂ (T ) = F (T ) 6= ∅ and ∆p(u, Tx) ≤ ∆p(u, x), ∀ x ∈ C, u ∈ F (T );

(iv) T is said to be Bregman firmly nonexpansive mapping (BFNE) if

〈JXp (Tx)− JXp (Ty), Tx− Ty〉 ≤ 〈JXp (x)− JXp (y), Tx− Ty〉, ∀ x, y ∈ C;

(v) T is said to be Bregman strongly nonexpansive mapping (BSNE) with

F̂ (T ) 6= ∅ if

∆p(y, Tx) ≤ ∆p(y, x), ∀ y ∈ F̂ (T )

and for any bounded sequence {xn}n≥1 ⊂ C,

lim
n→∞

(∆p(y, xn)−∆p(y, Txn)) = 0

implies

lim
n→∞

∆p(Txn, xn) = 0.
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Let C be a nonempty, closed and convex subset of X. The metric projection

PCx := arg min
y∈X
||x− y||, x ∈ X

is the unique minimizer of the norm distance, which can be characterized by
a variational inequality:

〈JpX(x− PCx), z − PCx〉 ≤ 0, ∀ z ∈ C. (2.3)

Also, the Bregman projection from X onto C denoted by ΠC satisfies the
property

∆p(x,ΠC(x)) = inf
y∈C

∆p(x, y), ∀ x ∈ X. (2.4)

Let C be a nonempty, closed and convex subset of a p-uniformly convex and
uniformly smooth Banach space X and x ∈ X. Then the following assertions
hold: see [13], z = ΠCx if and only if

〈JpX(x)− JpX(z), y − z〉 ≤ 0, ∀ y ∈ C; (2.5)

∆p(ΠCx, y) + ∆p(x,ΠCx) ≤ ∆p(x, y), ∀ y ∈ C. (2.6)

Denote the value of x∗ ∈ X∗ at x ∈ X by 〈x∗, x〉. Let B : X → X∗ be a
set-valued mapping. Then the graph of B is defined as Gra(B) := {(x, x∗) ∈
X × X∗ : x∗ ∈ Bx}. A set-valued mapping B is said to be monotone if
〈x∗ − y∗, x − y〉 ≥ 0 whenever (x, x∗), (y, y∗) ∈ Gra(B) and B is said to be
maximal monotone if its graph is not contained in the graph of any other
monotone operator on X. Let B : X → 2X

∗
be a mapping. Then, B is called

a monotone mapping if for any x, y ∈ domB, we have

u ∈ Bx and v ∈ By ⇒ 〈u− v, x− y〉 ≥ 0. (2.7)

The resolvent of B is the operator ResBσ : X → 2X defined by

ResBσ = (JpX + σB)−1 ◦ JpX , (2.8)

where ◦ stands for composition. Furthermore, let C be a nonempty, closed
and convex subset of a real Banach space X. The mapping B : X → 2X

∗
is

called Bregman inverse strongly monotone (BISM) if

C ∩ (domf) ∩ int( domf) 6= ∅ (2.9)

for any x, y ∈ C ∩ int( domg), u ∈ Bx and v ∈ By, we have

〈u− v, JqX∗(JpX(x)− u)− JqX∗(JpX(y)− v)〉 ≥ 0. (2.10)
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Remark 2.2. ([11]) The BISM class of mappings is more general than the
class of firmly nonexpansive mappings in Hilbert spaces. Indeed, if JpX =
JqX∗ = I, where I is the identity operator, then (2.10) becomes

〈u− v, x− u− (y − v)〉 ≥ 0 (2.11)

which implies that

‖u− v‖2 ≤ 〈x− y, u− v〉. (2.12)

The reader may consult [11, 34] and the references therein for more details on
BISM. The anti-resolvent ABσ : X → 2X associated with a mapping B : X →
2X

∗
and σ > 0 is defined by

ABσ := JqX∗ ◦ (JpX − σB). (2.13)

We now enlist some lemmas for the development of our main result.

Lemma 2.3. ([12]) Let X be a Banach space and x, y ∈ X. If X is q-uniformly
smooth. Then there exists Cq > 0 such that

‖x− y‖q ≤ ‖x‖q − q〈JqX(x), y〉+ Cq‖y‖q.

Lemma 2.4. ([35]) Let X be a p-uniformly convex Banach space, the metric
and Bregman distance have the following relation for all x, y ∈ X

τ‖x− y‖p ≤ ∆p(x, y) ≤ 〈x− y, JpX(x)− JpX(y)〉, (2.14)

where τ > 0 is a fixed number.

Lemma 2.5. ([36]) Let X be a real p-uniformly convex and uniformly smooth
Banach space. Let Vp : X∗ ×X → [0,+∞) be defined by

Vp(x
∗, x) =

1

q
‖x∗‖q − 〈x∗, x〉+

1

p
‖x‖p, ∀ x ∈ X,x∗ ∈ X∗.

Then the following assertions hold:

(1) Vp is nonnegative and convex in the first variable.

(2) ∆p(J
q
X∗(x∗), x) = Vp(x

∗, x), ∀ x ∈ X, x∗ ∈ X∗.

(3) Vp(x
∗, x) + 〈y∗, JqX∗(x∗) − x〉 ≤ Vp(x

∗ + y∗, x),∀ x ∈ X, x∗, y∗ ∈ X∗.
Also for all x∗ ∈ E, we have

∆p

(
x∗, JqX∗

( N∑
i=1

tiJ
p
X(xi)

))
≤

N∑
i=1

ti∆p(x
∗, xi), (2.15)

where {xi}Ni=1 ⊂ X and {ti}Ni=1 ⊂ (0, 1) with
N∑
i=1

t1 = 1.
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Lemma 2.6. ([13]) Let X be a real p-uniformly convex and uniformly smooth
Banach space. Suppose that {xn} and {yn} are bounded sequences in X.
Then lim

n→∞
∆p(xn, yn) = 0 implies lim

n→∞
||xn − yn|| = 0.

Definition 2.7. Let C be a nonempty, closed and convex subset of X. A
mapping U : C → X is said to be of type (P) if

〈JXp (x− Ux)− JXp (y − Uy), Ux− Uy〉 ≥ 0, ∀ x, y ∈ C.

Examples of type (P) mappings can be found in [38].

Lemma 2.8. ([38]) Let X be a p-uniformly convex and uniformly smooth
Banach space, C be a nonempty closed convex subset of X and U : C → X be
a mapping of type (P ). Then the following hold:

(1) y ∈ F (U) if and only if 〈JXp (x− Ux), Ux− y〉 ≥ 0 for every x ∈ C,
(2) F (U) is closed and convex,

(3) F̂ (U) = F (U).

Lemma 2.9. ([33]) Let E be a uniformly convex and uniformly smooth Banach
space. If x0 ∈ E and the sequence {∆p(xn, x0)} is bounded, then the sequence
{xn} is also bounded.

Lemma 2.10. ([29]) Let X be a uniformly convex and uniformly smooth
Banach space. Let B : X → 2X

∗
be a maximal monotone operator and

A : X → X∗ be a BISM mapping such that (A+B)−1(0∗) 6= ∅. Then,

(1) (A+B)−1(0∗) = F (ResBσ ◦ABσ );

(2) (ResBσ ◦ABσ ) is a BSNE operator with F (ResBσ ◦ABσ ) = F̂ (ResBσ ◦ABσ ).

Lemma 2.11. ([42]) Let {an}, {γn}, {δn} and {tn} be sequences of nonneg-
ative real numbers satisfying the following relation:

an+1 ≤ (1− tn − γn)an + γnan−1 + tnsn + δn, ∀n ≥ 0,

where
∞∑

n=n0

tn = +∞,
∞∑

n=n0

δn < +∞ for each n ≥ n0 (where n0 is a positive

integer) and {γn} ⊂ [0, 1
2 ], lim sup

n→∞
sn ≤ 0. Then, the sequence {an} converges

strongly to zero.

Lemma 2.12. ([26]) Let Υn be a sequence of real numbers that does not
decrease at infinity, in the sense that there exists a subsequence {Υnk

}k≥0 of
{Υn} which satisfies Υnk

≤ Υnj+1 for all j ≥ 0. Also, consider a sequence of
integers {τ(n)}n≥n0 defined by

τ(n) := max{k ≤ n | Υnk
≤ Υnk+1}.
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Then {τ(n)}n≥n0 is a nondecreasing sequence satisfying lim
n→∞

τ(n) = ∞. If it

holds that Υτ(n) ≤ Υτ(n)+1 for all n ≥ n0, then we have

Υτ (n) ≤ Υτ(n)+1.

3. Main result

Now, we present our main result.

Theorem 3.1. Let X and Y be p-uniformly convex and uniformly smooth
Banach spaces with duals X∗ and Y ∗ respectively. For j = 1, 2, · · · ,m, let Vj :
Y → Y be a finite family of type (P ) mappings and T : X → Y be a bounded
linear operator with its adjoint T ∗ : Y ∗ → X∗. Suppose that A : X → X∗ is a
BISM mapping and B : X → 2X

∗
is a maximal monotone mapping such that

Θ := F (ResBσ ◦ABσ ) ∩
m⋂
j=1

T−1(F (Vj)) 6= ∅.

Assume that {µn} ⊂ [0, 1
2 ], {αn}, {βn} and {θn} are sequences in (0, 1) such

that αn + βn + θn = 1, αn ≤ d < 1, (1− αn)c < µn, c ∈ (0, 1
2). Let x0, x1 ∈ X

and {xn} be a sequence generated as follows:

un = JX
∗

q

[
JXp (xn) + µn

(
JXp (xn−1)− JXp (xn)

)]
,

wn,1 = JX
∗

q

[
JXp (un)− γn,1T ∗JYp

(
Tun − V1(Tun)

)]
,

wn,2 = JX
∗

q

[
JXp (wn,1)− γn,2T ∗JYp

(
Twn,1 − V2(Twn,1)

)]
,

...

wn,m = JX
∗

q

[
JXp (wn,m−1)− γn,mT ∗JYp

(
Twn,m−1 − Vm(Twn,m−1)

)]
,

xn+1 = JX
∗

q

[
αnJ

X
p (u) + βnJ

X
p (xn) + θnJ

X
p (ResBσ ◦ABσ )wn,m

]
.

(3.1)

Suppose the stepsizes are chosen in such a way that for small enough ε > 0

ε ≤ γn,j ≤
(

q‖Twn,j − Vj(Twn,j−1)‖p

Cq‖T ∗JYp (Twn,j−1 − Vj(Twn,j−1))‖q
− ε
) 1

q−1

,

where wn,0 = un. Assume that the sequences {αn}, {ρn,j}, {βn}, {θn} and {µn}
satisfy the following conditions:

(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii) 0 < e < µn < θn ≤ 1
2 , ∀ n ≥ 1,
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(iii) 0 < lim inf
n→∞

θn, βn ≤ lim sup
n→∞

θn, βn < 1.

Then the sequence {xn} generated by (3.1) converges strongly to z ∈ Θ, where
z = ΠΘu.

Proof. Let z ∈ Θ. Then using Lemma 2.8, it is obvious that

〈JYp (Tun − V1(Tun)), V1Tun − Tz〉 ≥ 0.

Hence, we have

〈JYp (Tun − V1(Tun)), Tun − Tz〉
= 〈JYp (Tun − V1(Tun)), Tun − V1Tun + V1Tun − Tz〉
= ‖Tun − V1Tun‖p + 〈JYp (Tun − V1(Tun)), V1Tun − Tz〉
≥ ‖Tun − V1Tun‖p. (3.2)

Now, since Vj , j = 1, 2, · · · ,m is a of type (P ) mapping, we obtain from (3.1),
(3.2) and Lemma 2.3 that

∆p(z, wn,1) = ∆p(z, J
X∗
q (JXp (un)− γn,1T ∗JYp (Tun − V1(Tun))))

=
1

p
‖z‖p − 〈JXp (un)− γn,1T ∗JYp (Tun − V1(Tun)), z〉

+
1

q
‖JXp (un)− γn,1T ∗(Tun − V1(Tun))‖q

≤ 1

p
‖z‖p − 〈JXp (un)− γn,1T ∗JYp (Tun − V1(Tu− n)), z〉

+
‖JXp un‖q

q
− γn,1〈JYp (Tun − V1(Tun)), Tun〉

+
Cq(γn,1)q

q
‖T ∗JYp (Tun − V1(Tun))‖q

=
1

p
‖z‖p − 〈JXp (un), z〉 − γn,1〈JYp (Tun − V1(Tun)), Tun − Tz〉

+
‖JXp un‖q

q
+
Cq(γn,1)q

q
‖T ∗JYp (Tun − V1(Tun))‖q

= Vp(z, J
X
p un)− γn,1〈JYp (Tun − V1(Tun)), Tun − Tz〉

+
Cq(γn,1)q

q
‖T ∗JYp (Tun − V1(Tun))‖q

≤ ∆p(z, un)− γn,1‖Tun − V1(Tun)‖p

+
Cq(γn,1)q

q
‖T ∗JYp (Tun − V1(Tun))‖q. (3.3)
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Using our step-size, we have ε ≤ γn,j and

γn,j ≤
(

q‖Twn,j − Vj(Twn,j−1)‖p

Cq‖T ∗JYp (Twn,j−1 − Vj(Twn,j−1))‖q
− ε
) 1

q−1

.

This implies that

γq−1
n,j ≤

q‖Twn,j − Vj(Twn,j−1)‖p

Cq‖T ∗JYp (Twn,j−1 − Vj(Twn,j−1))‖q
− ε.

Hence,

Cqε

q
‖T ∗JYp (Twn,j−1 − Vj(Twn,j−1))‖q

≤ ‖Twn,j − Vj(Twn,j−1)‖p − Cq(γn,1)q

q
‖T ∗JYp (Tun − V1(Tun))‖q.

For ε ≤ γnj , we have

Cqε
2

q
‖T ∗JYp (Twn,j−1 − Vj(Twn,j−1))‖q

≤ γn,j
Cqε

q
‖T ∗JYp (Twn,j−1 − Vj(Twn,j−1))‖q

≤ γn,j
(
‖Twn,j − Vj(Twn,j−1)‖p − Cq(γn,1)q−1

q
‖T ∗JYp (Tun − V1(Tun))‖q

)
.

(3.4)

From (3.3) and (3.4), we get

∆p(z, wn,1) ≤ ∆p(z, un)− γn,1
(
‖Tun − V1(Tun)‖p

− Cq(γn,1)q−1

q
‖T ∗JYp (Tun − V1(Tun))‖q

)
≤ ∆p(z, un)− Cqε

2

q
‖T ∗JYp (Tun − V1(Tun))‖. (3.5)

Following a similar approach for j = 2, · · · ,m yields

∆p(z, wn,j) ≤ ∆p(z, wn,j−1)− Cqε
2

q
‖T ∗JYp (Twn,j−1 − Vj(Twn,j−1))‖. (3.6)

Substituting wn,0 = un, we have from the above inequality that

∆p(z, wn,m) ≤ ∆p(z, un)− Cqε
2

q
‖T ∗JYp (Twn,j−1 − Vj(Twn,j−1))‖. (3.7)

By applying condition (iv) of (3.1) for all n ∈ N, we get

∆p(z, wn,j) ≤ ∆p(z, wn,j−1) (j = 1, 2, · · · ,m). (3.8)
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From (3.1), (3.7) and (2.15), we get

∆p(z, xn+1) = ∆p(z, J
X∗
q (αnJ

X
p (u) + βnJ

X
p (xn) + θnJ

X
p (ResBσ ◦ABσ )wn,m)

≤ αn∆p(z, u) + βn∆p(z, xn) + θn∆p(z, (Res
B
σ ◦ABσ )wn,m)

≤ αn∆p(z, u) + βn∆p(z, xn) + θn∆p(z, wn,m)

≤ αn∆p(z, u) + βn∆p(z, xn) + θn∆p(z, un)

≤ αn∆p(z, u) + βn∆p(z, xn)

+ θn((1− µn)∆p(z, xn) + µn∆p(z, xn−1))

= αn∆p(z, u) + (βn + θn)∆p(z, xn)

− θnµn∆p(z, xn) + θnµn∆p(z, xn−1)

= αn∆p(z, u) + (1− αn)∆p(z, xn)

− θnµn∆p(z, xn) + θnµn∆p(z, xn−1)

= αn∆p(z, u) + (1− αn − θnµn)∆p(z, xn) + θnµn∆p(z, xn−1)

≤ max{∆p(z, u),∆p(z, xn),∆p(z, xn−1)}, ∀ n ≥ 1.

By induction,

∆p(z, xn) ≤ max{∆p(z, u),∆p(z, x1),∆p(z, x0)}.

Hence, {∆p(z, xn)} is bounded. Consequently, {∆p(z, wn,m)} and {∆p(x
∗, un)}

are bounded. In view of Lemma 2.9, we conclude that {xn}, {un} {wnm} are
bounded. Using (3.1), (3.7) and Lemma 2.5 (iii), we get

∆p(z, xn+1) = ∆p(z, J
X∗
q (αnJ

X
p (u) + βnJ

X
p (xn) + θnJ

X
p (ResBσ ◦ABσ )wn,m)

= Vp(z, αnJ
X
p (u) + βnJ

X
p (xn) + θnJ

X
p (wn,m))

≤ Vp(z, αnJXp (u) + βnJ
X
p (xn) + θnJ

X
p (wn,m))

− αn(JXp (u)− JXp (z))− 〈−αn(JXp (u)− JXp (z)), JX
∗

q (αnJ
X
p (u)

+ βnJ
X
p (xn) + θnJ

X
p (wn,m))− z〉

= Vp(z, αnJ
X
p (u) + βnJ

X
p (xn) + θnJ

X
p (wn,m)

+ αn〈JXp (u)− JXp (z), xn+1 − z〉

= ∆p(z, J
X∗
q (αnJ

X
p (z) + βnJ

X
p (xn) + θnJ

X
p (wn,m))

+ αn〈JXp (u)− JXp (z), xn+1 − z〉
= αn∆p(z, z) + βn∆p(z, xn) + θn∆p(z, wn,m)

+ αn〈JXp (u)− JXp (z), xn+1 − z〉 (3.9)
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≤ αn∆p(z, z) + βn∆p(z, xn) + θn∆p(z, un)

+ αn〈JXp (u)− JXp (z), xn+1 − z〉
≤ αn∆p(z, z) + βn∆p(z, xn)

+ θn[(1− µn)∆p(z, xn) + µn∆p(z, xn−1)]

+ αn〈JXp (u)− JXp (z), xn+1 − z〉
= (1− αn − θnµn)∆p(z, xn) + θnµn∆p(z, xn−1)

+ αn〈JXp (u)− JXp (z), xn+1 − z〉.

Case 1: Assume that {∆p(z, xn)} is monotone decreasing, that is,

∆p(z, xn+1) ≤ ∆p(z, xn),

since ∆p(x
∗, xn) ≤M for all n ≥ 1, where

M := max{∆p(z, u),∆p(z, x1),∆p(z, x0)},
which means {∆p(z, xn)} is bounded. Then {∆p(z, xn)} is convergent. Thus,

lim
n→∞

(
∆p(x

∗, xn)−∆p(x
∗, xn+1)

)
= lim

n→∞

(
∆p(x

∗, xn−1)−∆p(x
∗, xn)

)
= 0. (3.10)

From (3.7) and (3.9), we obtain that

∆p(z, xn+1) ≤ βn∆p(z, xn) + θn∆p(z, wn,m)

+ αn〈JpE(u)− JpE(z), xn+1 − z〉
≤ βn∆p(z, xn) + θn∆p(z, un)

− θn
Cqε

2

q
‖T ∗JYp (Twn,j−1 − Vj(Twn,j−1))‖

+ αn〈JXp (u)− JXp (z), xn+1 − z〉
≤ (1− αn)∆p(z, xn) + θnµn(∆p(z, xn−1)−∆p(z, xn))

− θn
Cqε

2

q
‖T ∗JYp (Twn,j−1 − Vj(Twn,j−1))‖. (3.11)

Using (3.10) and condition (iv) of (3.1) in (3.11), we get

θn
Cqε

2

q
‖T ∗JYp (Twn,j−1 − Vj(Twn,j−1))‖

≤ (1− αn)∆p(z, xn)−∆p(z, xn+1) + θnµn(∆p(z, xn−1)−∆p(z, xn))

+ αn〈JXp (u)− JXp (z), xn+1 − z〉. (3.12)

By passing the limit on (3.12), we obtain that

‖Twn,j−1 − Vj(Twn,j−1)‖ = 0 (j = 1, 2, · · · ,m). (3.13)
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More so, for j = 1, 2, · · · ,m, we have

‖JXp (wn,j)− JXp (wn,j−1)‖ ≤ γn,j‖T ∗JYp (Twn,j−1 − Vj(Twn,j−1))‖
≤ γn,j‖T ∗‖‖(Twn,j−1 − Vj(Twn,j−1))‖p−1

→ 0. (3.14)

Thus, we have

lim
n→∞

‖JXp (wn,j)− JXp (wn,j−1)‖ = 0, j = 1, 2, 3, · · · ,m.

By uniform continuity of JX
∗

p on bounded subsets of X∗, we conclude that

lim
n→∞

‖wn,j − wn,j−1‖ = 0, j = 1, 2, · · · ,m. (3.15)

Let un = JX
∗

q

(
JXp xn + µn(JXp (xn−1)− JXp (xn)

)
. It then follows that

JXp un − JXp xn = µn
(
JXp (xn−1)− JXp (xn)

)
.

Now by the uniform continuity of JXp on bounded subsets of X, we get that

||JXp un − JXp xn||∗
= ||µn

(
JXp (xn−1)− JXp (xn)

)
||∗

≤ µn||JXp (xn−1)− JXp (xn)||∗ → 0 as n→∞. (3.16)

By the uniform continuity of JX
∗

q on bounded subsets of X∗ and (3.16), we
obtain that

lim
n→∞

||un − xn|| = 0. (3.17)

Using (3.15) and (3.17), it is obvious for j = 1, 2, · · · ,m that

lim
n→∞

‖wn,j − xn‖ = 0. (3.18)

Let

vn := JX
∗

q

( βn
1− αn

JXp xn +
θn

1− αn
JXp (ResBσ ◦ABσ )wn,m)

)
.
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Then we obtain from (2.2) that

∆p(z, vn) = ∆p

(
z, JX

∗
q (

βn
1− αn

JXp xn +
θn

1− αn
JXp (ResBσ ◦ABσ )wn,m)

)
≤ βn

1− αn
∆p(z, xn) +

θn
1− αn

∆p(z, (Res
B
σ ◦ABσ )wn,m)

≤ βn
1− αn

∆p(z, xn) +
θn

1− αn
∆p(z, wn,m)

≤ βn
1− αn

∆p(z, xn) +
θn

1− αn
∆p(z, un)

≤ βn
1− αn

∆p(z, xn) +
θn

1− αn
∆p(z, xn)

+
θnµn

1− αn
(∆p(z, xn−1)−∆p(z, xn))

= ∆p(z, xn) +
θnµn

1− αn
(∆p(z, xn−1)−∆p(z, xn)).

Thus, we have

0 ≤ ∆p(z, xn)−∆p(z, xn+1) + ∆p(z, xn+1)

+
θnµn

1− αn
(∆p(z, xn−1)−∆p(z, xn))−∆p(z, vn)

≤ ∆p(z, xn)−∆p(z, xn+1) + αn∆p(z, u) + (1− αn)∆p(z, vn)

+
θnµn

1− αn
(∆p(z, xn−1)−∆p(z, xn))−∆p(z, vn)

= ∆p(z, xn)−∆p(z, xn+1) + αn(∆p(z, u)−∆p(z, vn))

+
θnµn

1− αn
(∆p(z, xn−1)−∆p(z, xn))−∆p(z, vn).

Hence,

∆p(z, xn)−∆p(z, vn)→ 0 as n→ ∞. (3.19)

Also,

∆p(z, vn) ≤ βn
1− αn

∆p(z, xn) +
θn

1− αn
∆p(z, (Res

B
σ ◦ABσ )wn,m)

= (1− θn
1− αn

)∆p(z, xn) +
θn

1− αn
∆p(z, (Res

B
σ ◦ABσ )wn,m)

= ∆p(z, xn) +
θn

1− αn
(
∆p(z, (Res

B
σ ◦ABσ )wn,m)−∆p(z, xn)

)
.
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Since αn + θn ≤ 1, then from (3.19), we obtain(
∆p(z, xn)−∆p(z, (Res

B
σ ◦ABσ )wn,m)

)
≤ θn

1− αn
(
∆p(z, xn)−∆p(z, (Res

B
σ ◦ABσ )wn,m)

)
≤ ∆p(z, xn)−∆p(z, vn)→ 0 as n→ ∞.

Hence,

∆p(z, xn)−∆p(z, (Res
B
σ ◦ABσ )wn,m)→ 0 as n→ ∞.

Since ResBσ ◦ ABσ is a BSNE operator, then it is strongly nonexpansive and
thus

lim
n→∞

∆p(xn, (Res
B
σ ◦ABσ )wn,m) = 0, (3.20)

which implies from Lemma 2.6 that

lim
n→∞

∣∣∣∣∣∣∣∣xn − (ResBσ ◦ABσ )wn,m

∣∣∣∣∣∣∣∣ = 0. (3.21)

Also, from (3.1) and (3.20), we obtain that

∆p(xn, xn+1) ≤ αn∆p(xn, u) + βn∆p(xn, xn) + θn∆p(xn, (Res
B
σ ◦ABσ )wn,m))

→ 0 as n→∞.

Hence, by Lemma 2.6, we obtain that

lim
n→∞

||xn − xn+1|| = 0. (3.22)

Finally, using (3.18) and (3.21), we get

lim
n→∞

‖wn,j −ResBσ ◦ABσ )wn,m‖ = 0, j = 1, 2, · · · ,m. (3.23)

Since {xn} is bounded, there exists a subsequence {xnk
} which converges

weakly to x∗ ∈ X. From (3.17) and (3.23), there exist subsequences {unk
} of

{un} and {wnk,m} of {wn,m} which converge weakly to x∗ ∈ X. More so, since
‖wn,j−1−xn‖ → 0, we have that wn,j−1 ⇀ x∗, j = 1, 2, · · · ,m. Also, using the
fact that T is a bounded linear operator, we obtain that Twnk,j−1 ⇀ Tx∗ ∈ Y

as k → ∞. Thus Tx∗ ∈
m⋂
j=1

F (Vj). In addition, applying Lemma 2.10 and

(3.23), we obtain that x∗ ∈ F̂ (ResBσ ◦ ABσ ) = F (ResBσ ◦ ABσ ). Hence, we
conclude that x∗ ∈ Θ.
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Next, as xnk
⇀ x∗ ∈ Θ, so for any x∗ = ΠΘu, we get from (2.5) that

lim sup
n→∞

〈JXp (u)− JXp (z), xn − z〉 = lim
k→∞
〈JXp (u)− JXp (z), xnk

− z〉

= 〈JXp (u)− JXp (z), x∗ − z〉
≤ 0. (3.24)

Furthermore,

〈JXp (u)− JXp (z), xn+1 − z〉 = 〈JXp (u)− JXp (z), xn+1 − xn〉
+ 〈JXp (u)− JXp (z), xn − z〉.

Hence, from (3.22) and (3.24), we obtain that

lim sup
n→∞

〈JXp (u)− JXp (z), xn+1 − z〉 ≤ 0. (3.25)

By applying Lemma 2.11, (3.9) and (3.25), we obtain that {xn} converges
strongly to z.

Case 2: Assume that {∆p(z, xn)} is non-monotone. Set Υn = ∆p(z, xn) as
stated in Lemma 2.12 and let τ : N → N be a mapping for all n ≥ n0, (for
some n0 large enough) defined by τ(n) := max{k ∈ N : k ≤ n,Υk ≤ Υk+1}.
Then {τ(n)} is non-decreasing sequence such that τ(n)→∞ as n→∞. Thus

0 ≤ Υτ(n) ≤ Υτ(n)+1, ∀ n ≥ n0,

this implies that

∆p(z, xτ(n)) ≤ ∆p(z, xτ(n)+1), n ≥ n0.

Now following the estimation process of Case 1, we have that

lim
τ(n)→∞

∣∣∣∣∣∣∣∣xτ (n)− (ResBσ ◦ABσ )wτ(n),m

∣∣∣∣∣∣∣∣ = 0,

lim
τ(n)→∞

||uτ(n) − xτ(n)|| = 0,

lim
τ(n)→∞

||wτ(n),j−1 − xτ(n)|| = 0,

lim
τ(n)→∞

‖Twτ(n),j−1 − Vj(Twτ(n),j−1)‖ = 0, (j = 1, 2, · · · ,m),

lim
τ(n)→∞

〈JXp (u)− JXp (z), xτ(n)+1 − z〉 ≤ 0.

(3.26)

From (3.1) and Υτ(n) ≤ Υτ(n)+1, we have

∆p(z, xτ(n)+1) ≤ (1− αn − θτ(n)µτ(n))∆p(z, xτ(n)) + µτ(n)θτ(n)∆p(z, xτ(n)−1)

+ ατ(n)〈J
p
E1

(u)− JpE(z), xτ(n)+1 − z〉.
So, we obtain

∆p(z, xτ(n)) ≤ ∆p(z, xτ(n)+1) ≤ 〈JpE(u)− JpE(z), xτ(n)+1 − z〉.
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Hence, from (3.26), we get

lim
τ(n)→∞

∆p(z, xτ(n)) = 0

and

∆p(z, xτ(n)+1) = 0.

Thus,

lim
τ(n)→∞

Υτ(n) = lim
τ(n)→∞

Υτ(n)+1 = 0 (3.27)

for all n ≥ n0. So we have that Υτ(n) ≤ Υτ(n)+1, if n 6= τ(n) (that is,
τ(n) < n), since Υk+1 ≤ Υk for some τ(n) ≤ k ≤ n. Hence, we obtain for all
n ≥ n0,

0 ≤ Υn ≤ max
{

Υτ(n),Υτ(n)+1

}
= Υτ(n)+1.

This implies that lim
n→∞

Υn = 0 which implies that lim
n→∞

∆p(z, xn) = 0 n→∞.

Hence xn → z = ΠΘu as n→∞. �

By taking j = 1 in Theorem 3.1, then (3.1) becomes

Corollary 3.2.

un = JX
∗

q

[
JXp (xn) + µn

(
JXp (xn−1)− JXp (xn)

)]
,

wn = JX
∗

q

[
JXp (un)− γn,1T ∗JYp

(
Tun − V (Tun)

)]
,

xn+1 = JX
∗

q

[
αnJ

X
p (u) + βnJ

X
p (xn) + θnJ

X
p (ResBσ ◦ABσ )wn

]
.

(3.28)

Suppose the stepsizes are chosen in such a way that for small enough ε > 0

ε ≤ γn ≤
(

q‖Twn − V (Twn)‖p

Cq‖T ∗JYp (Twn − V (Twn))‖q
− ε
) 1

q−1

,

where wn,0 = un. Assume that the sequences {αn}, {ρn,j}, {βn}, {θn} and
{µn} satisfy the following conditions:

(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii) 0 < e < µn < θn ≤ 1
2 , ∀ n ≥ 1,

(iii) 0 < lim inf
n→∞

θn, βn ≤ lim sup
n→∞

θn, βn < 1.

Then the sequence {xn} generated by (3.1) converges strongly to z ∈ Θ, where
z = ΠΘu.
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By taking j = 1 and ABσ = I in Theorem 3.1, where I is an identity operator,
then (3.1) becomes

Corollary 3.3.

un = JX
∗

q

[
JXp (xn) + µn

(
JXp (xn−1)− JXp (xn)

)]
,

wn = JX
∗

q

[
JXp (un)− γn,1T ∗JYp

(
Tun − V (Tun)

)]
,

xn+1 = JX
∗

q

[
αnJ

X
p (u) + βnJ

X
p (xn) + θnJ

X
p (ResBσ )wn

]
.

(3.29)

Suppose the stepsizes are chosen in such a way that for small enough ε > 0

ε ≤ γn ≤
(

q‖Twn − V (Twn)‖p

Cq‖T ∗JYp (Twn − V (Twn))‖q
− ε
) 1

q−1

,

where wn,0 = un. Assume that the sequences {αn}, {ρn,j}, {βn}, {θn} and
{µn} satisfy the following conditions:

(i) lim
n→∞

αn = 0 and
∞∑
n=1

αn =∞,

(ii) 0 < e < µn < θn ≤ 1
2 , ∀ n ≥ 1,

(iii) 0 < lim inf
n→∞

θn, βn ≤ lim sup
n→∞

θn, βn < 1.

Then the sequence {xn} generated by (3.1) converges strongly to z ∈ Θ, where
z = ΠΘu.

4. Numerical example

In this section, we present a numerical example to illustrate the performance
of our method in `3 space which is a uniformly convex and 2-uniformly smooth
Banach space but not a Hilbert space.

Example 4.1. Let X = Y = `3. We denote the closed ball in `3 centred
at bj ∈ `3 with radius r > 0, by Qj = {y ∈ `3 : ‖y − bj‖ ≤ r}. We define
the mapping A : `3 → `3 by Ax = x

3 . Then A is σ− BISM for 0 < σ ≤ 3,
for each x = (x1, x2, x3, · · · ) ∈ `3. Define Bx = x

σ , for each x ∈ `3 where

x = (x1, x2, x3, · · · ) and T : X → Y by Tx = 5
4x for each x ∈ `3 where

x = (x1, x2, x3, · · · ). By some simple calculations, we obtain the following for
some σ > 0 :

ResBσ ◦ABσ x := (I + σB)−1 ◦ (I − σB)x =
x

2
(1− σ

3
).

Now, for j = 1, · · · ,m, let Vj : `3 → `3 be defined by

Vj(y) = PQj (y) =

{
bj + r y−bi

‖y−bj‖ , if ‖y − bj‖ < r,

y, otherwise.
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Then it is easy to see that PQj is firmly nonexpansive, hence nonexpansive.

For this experiment, let αn = 1
150n+1 , βn = 1

2n+13 , θn = 1 − αn − βn, and

µn = 1
4 . Let En = ‖xn+1 − xn‖2 ≤ 10−4, be the stopping criterion.

Case 1. x0 = (0.5, 0.35, · · · ) and x1 = (0.78, 1.25, · · · );
Case 2. x0 = (1.5, 2.35, · · · ) and x1 = (3.78, 1.25, · · · );
Case 3. x0 = (0, 3, · · · ) and x1 = (4, 2, · · · );
Csae 4. x0 = (−4,−4, · · · ) and x1 = (−10,−20, · · · ).

The results of this experiment are reported in Figure 1.
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Figure 1. Example 4.1. Top left: Case 1, Top right: Case 2,
Bottom left: Case 3, Bottom right: Case 4.
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