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1. Introduction

Metric fixed point theory is one of the important branches of nonlinear
analysis. In 1922, a milestone result of metric fixed point theory was given
by Banach, which is known as the Banach contraction principle (BCP ), the
principle not only provided the existence and uniqueness of fixed points but
also it provided simplest iteration process to approximate fixed point. After
the BCP , several generalizations came into the picture.

In 1965, Browder [8, 9], Gohde [15], and Kirk [20] independently gave the ex-
istence theorem for nonexpansive mapping. The existence theorem of Kirk [20]
was slightly more general than the theorem of Browder’s and Gohde’s existence
theorem. In BCP the Picard iteration process (PIP ) (xn+1 = Txn, n ≥ 0)
to approximate the fixed point for contraction mapping, When we work with
slightly weaker mapping, then PIP does not converge. So many iterations like
Mann [26], Ishikawa [17], Agarwal et al. [2], Noor [28], Abbas and Nazir[1],
an accelerated iteration [10] and Thakur et al., [38] iteration processes came
into the picture to sort out this problem(see [11, 18, 19]).

In 1972, Goebel and Kirk [14] introduced the asymptotically nonexpansive
mappings. On the other hand, in 2005, the class of nearly Lipschitzian map-
pings is an important generalization of the class of Lipschitzian type mappings
was introduced by Sahu [33].

The two important extensions to partially ordered metric space (POMS)
was given by Ran and Reuring [31] and Nieto and López [27]. In [31] applied
their results to solve matrix equations while in [27] applied them to solve
differential equations.

In 2016, Dehaish and Khamsi [12] introduced the notion of monotone nonex-
pansive mapping by extending Browder’s and Gohde’s fixed point theorem. In
1991 Schu [35] introduced a modified Mann iteration based on the good behav-
ior of the Lipschitz constant associated with the iterates of involved mappings.
The modified Mann iteration scheme does not converge for monotone map-
ping. Therefore, Alfuraidan and Khamsi [5] introduced the Fibonacci-Mann
iteration scheme and proved strong and weak convergence in partially ordered
Banach space for monotone asymptotically nonexpansive mapping.

In 2019, Aggarwal et al. [3] studied the existence and convergence of fixed
points for monotone nearly asymptotically nonexpansive in hyperbolic space
using the S iteration process [2]. In the same year Aggarwal et al. [4]
proved strong convergence and ∆-convergence of Fibonacci-Mann iteration
for a monotone non-Lipschitzian mapping (that is, nearly asymptotically non-
expansive mapping) in partially ordered hyperbolic metric space and proved
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stability of Fibonacci-Mann iteration and construct a numerical example to
illustrate support the results in [4].

Motivated by the above results in this paper, we introduce a new itera-
tion process (called the Fibonacci SR-iteration process) for monotone non-
Lipschitzian mapping in partially ordered hyperbolic metric space and prove
strong and ∆-convergence theorem. Further, we construct a numerical ex-
ample to demonstrate that our iteration process is faster than the Fibonacci
Mann iteration process [4]. Our results generalized, extend and unify the cor-
responding results of Agrawal et al. [3, 4], Alfuraidan and Khamsi [5], and
many more results in this direction.

2. Preliminaries

Let us collect the following definition.

Definition 2.1. ([22]) Let (X, d) be a metric space. Then triplet (X, d,W )
is referred to as hyperbolic metric space (HMS) if there is a mapping W :
X × X × [0, 1] → X such that for all x, y, z, w ∈ X and α, β ∈ [0, 1] the
following hold:

(i) d(z,W (x, y, α)) ≤ (1− α)d(z, x) + αd(z, y),
(ii) d(W (x, y, α),W (x, y, β)) = |α− β|d(x, y),
(iii) W (x, y, α) = W (x, y, 1− α),
(iv) d(W (x, y, α),W (z, w, α)) ≤ (1− α)d(x, z) + αd(y, w).

Example 2.2. ([34]) LetX = {(x1, x2) ∈ R2 : x1, x2 > 0}. Define d : X×X →
[0,∞) by

d(x, y) = |x1 − y1|+ |x1x2 − y1y2|
for all x = (x1, x2) and y = (y1, y2) in X. Now for α ∈ [0, 1], define a function
W : X ×X × [0, 1]→ X by

W (x, y, α) =

(
αx1 + (1− α)y1,

αx1x2 + (1− α)y1y2
αx1 + (1− α)y1

)
.

Then we can easily verify that (X, d,W ) is a HMS (see in [30]).

Definition 2.3. ([23]) Assume that (X, d,W ) is a HMS. Then X is said to
be a uniformly convex if there exists a δ ∈ [0, 1) such that

d(
1

2
x⊕ 1

2
y, z) ≤ (1− δ)r,

if for x, y, z ∈ X, ε ∈ (0, 2] and r > 0, whenever d(x, z) ≤ r and d(y, z) ≤ r
and d(x, y) ≥ εr.
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Definition 2.4. Let us assume that (X, d,W ) is a HMS. If a, b ∈ X and
α ∈ [0, 1], then we will use (1 − α)a ⊕ αb ∈ W (a, b, α). A subset C of this
HMS is called convex if a, b ∈ C implies that W (a, b, α) ∈ C.

The following equalities hold even for the more general setting of a con-
vex metric space (see [37], Proposition 1.2): d(b,W (a, b, α) = (1 − α)d(a, b)
and d(a,W (a, b, α) = αd(a, b) for all a, b ∈ C. As a consequence, we obtain
W (a, b, 0) = a and W (a, b, 1) = b.

Throughout in our paper, we assume that F (T ) = {x ∈ C ⊂ X : Tx = x}
is the set of fixed points of T : C → C.

Definition 2.5. A hyperbolic space (X, d) satisfies the property (R), if {τn}
is a nonincreasing sequence of nonempty, bounded, closed and convex subset
of X,

∞⋂
n=1

τn ̸= ∅.

Remark 2.6. Every uniformly convex hyperbolic space (UCHS) enjoys the
Property (R).

Assume that (X, d,W ) is HMS and C is a nonempty subset of X. Assume
that {θn} is a bounded sequence in C and θ ∈ C. Then

(a) r({θn}, θ) = lim sup
n→∞

d(θn, θ) is known as asymptotic radius of {θn} at
θ.

(b) r({θn}, C) = inf{r({θn}, θ) : θ ∈ X}, is known as asymptotic radius of
{θn} relative to C.

(c) A({θn}, C) = {θ ∈ C : r({θn}, C) = r({θn}, θ} is known as asymptotic
center of {θn} relative to C.

In 1976 Lim [25] developed the concept of ∆-convergence in a metric space.
The idea of ∆-convergence is applied in CAT (0) space by Kirk and Panyanak
[21] and showed numerous Banach space results involving weak convergence
have precise analogs in this environment.

Definition 2.7. A bounded sequence {xn} in X is said to be ∆-convergent
to x ∈ X if x is the unique asymptotic center of every subsequence {xnk

} of
{xn}.

Lemma 2.8. ([29]) Suppose {ℓn}, {mn} and {δn} are sequences of nonnegative
satisfying

ℓn+1 ≤ δnℓn +mn, ∀n ≥ 1.
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If

∞∑
n=1

(δn − 1) <∞ and

∞∑
n=1

mn <∞, then lim
n→∞

ℓn exists.

Lemma 2.9. ([24]) Let C be a nonempty, closed and convex subset of complete
uniformly convex hyperbolic metric space (UCHMS). Then every bounded
sequence {xn} ⊂ X has a unique asymptotic center concerning C.

Lemma 2.10. ([13]) Let X be a UCHS. Let R ∈ [0,∞) be such that

lim sup
n→∞

d(xn, a) ≤ R, lim sup
n→∞

d(yn, a) ≤ R

and
lim sup
n→∞

d(W (xn, yn, an), a) = R,

where {αn} ∈ [a, b] with 0 < a ≤ b < 1. Then we have lim sup
n→∞

d(xn, yn) = 0.

A metric space (X, d) along with partial ordering ≼ is denoted by (X, d,≼).
Two points x and y in X are comparable whenever x ≼ y or y ≼ x.

Definition 2.11. ([7]) Let (X, d,≼) be a partial ordered metric space (POMS).
The map T : X → X is said to be monotone or order-preserving, if

x ≼ y =⇒ T (x) ≼ T (y)

for any x, y ∈ X.

Definition 2.12. Assume that (X, d,≼) is a POMS endowed with partial
order and C is a nonempty subset of X. Then T : C → C is said to be

(i) a monotone Lipschitz mapping (MLM) [7], if there exist k such that

d(T (x), T (y)) ≤ kd(x, y),

for every comparable element x, y ∈ C. If k = 1 the mapping T is said
to be order preserving nonexpansive mapping.

(ii) a monotone asymptotically nonexpansive mapping (MANM) [6], if
there exists a sequence {kn} of positive numbers such that kn → 1 as
n→∞ and

d(Tn(x), Tn(y)) ≤ knd(x, y),

for every comparable element x, y ∈ C.
(iii) a monotone nearly Lipschitzian (MNL) [33] with respect to {an}, if

for each n ∈ N, there exist a constant kn ≥ 0 such that

d(Tn(x), Tn(y)) ≤ kn(d(x, y) + an), (2.1)

where an ∈ [0,∞) with an → 0 every comparable element x, y ∈ C.
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Remark 2.13. The infimum of constant kn for which the last inequality
(2.1) hold, is denoted by η(Tn) and called the nearly Lipschitz constant. The
MNL mapping T with sequence {(an, η(Tn))} is said to be monotone nearly
asymptotically nonexpansive (MNAN) [33], if η(Tn) ≥ 1 for all n ∈ N and
lim
n→∞

η(Tn) = 1.

Example 2.14. ([34]) Let C = [1, 4] × [1, 4] and T : C → C be a mapping
defined by

T (x1, x2) =

{
(2, 2) if x ∈ [1, 2)× [1, 2),

(4, 4) if x ∈ [2, 4]× [2, 4].

Then T is a discontinuous type nearly asymptotically nonexpansive mapping
with a1 = 14 and an = 0 for n ≥ 2, kn = 1 for all n ∈ N.

Let X be a partially ordered set with a partial order ≼ and let (X, d,≼) be
a partially ordered hyperbolic metric space (POHMS). The elements s, t ∈ X
are said to be comparable if s ≼ t or t ≼ s. Denote order interval for s, t ∈ X,
as follows:

[t,→) = {x ∈ X : t ≼ x} and (←, s] = {x ∈ X : x ≼ s}.

Throughout the paper, we will assume that the order interval is closed and
convex.

Lemma 2.15. ([24]) Let (X, d) be a complete uniform convex hyperbolic met-
ric space (UCHMS) and C be a nonempty convex and closed subset of X.
Then every bounded sequence {xn} ∈ X has a unique asymptotic center for C.

Theorem 2.16. ([3]) Let (X, d) be a complete uniform convex partial ordered
hyperbolic metric space (UCPOHMS) and C be a nonempty, convex, and
closed subset of X which contains more than one point. If T : C → C is a
continuous MNAN mappings and there exists x0 ∈ C such that x0 ≼ T (x0).
Then T has fixed point.

Definition 2.17. LetX be a POMS. Then, X is said to satisfy the monotone
weak Opial condition whenever any monotone sequence {pn} in X which is
∆-convergent to p ∈ X. We have the following :

lim sup
n→∞

d(pn, p) < lim sup
n→∞

d(pn, q)

for every q ∈ X such that p and q are not equal.

The continuity assumption in Theorem 2.16 was relaxed in [3] by using the
weak Opial condition, and proved the following theorem.
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Theorem 2.18. ([4]) Let (X, d) be a complete UCPOHMS, and C be a
nonempty, convex, and closed subset of X which contains more than one point.
Assume that X satisfies the monotone weak Opial condition. If T : C → C
is a MNAN mapping and there exist x0 ∈ C such that x0 and T (x0) are
comparable, then T has a fixed point.

In 2019, Sajjan Agrawal et al. [4] proved the strong and ∆-convergence
of Fibonacci-Mann iteration for a monotone non-Lipschitzian mapping (i.e.
nearly asymptotically nonexpansive mapping) in POHMS as follows:

Theorem 2.19. ([4]) Let X be a complete UCPOHMS and C be a nonempty,
convex and closed subset of X and let T : C → C be a MNAN mapping
with sequence {(an, η(Tn))} and F (T ) ̸= ∅ such that

∑∞
n=1 an < ∞ and∑∞

n=1(η(T
n)− 1) <∞. Let {xn} be a sequence in C defined by

xn+1 = W (T f(n)xn, xn, tn) (2.2)

for any n ∈ N , where f(n) is a Fibonacci sequence defined by f(0) = f(1) = 1
and f(n + 1) = f(n) + f(n − 1) for n ≥ 1 with x1 ≼ T (x1) (or T (x1) ≼ x1),
where 0 < a ≤ tn and x1 ∈ C. If p ≼ x1 (or x1 ≼ p) for some p ∈ F (T ), then
{xn} is ∆-convergent to a fixed point x∗ of T.

3. Strong and ∆-convergence theorem

In this section, first, we introduce Fibonacci SR-iteration process (FSRIP )
and prove strong and ∆-convergence theorem for our iteration process for
NANM in the setting of complete UCPOHM .

Definition 3.1. Let X be a HMS and C be a nonempty convex subset of X.
Let T : C → C be a mapping. Fix x0 ∈ C and {αn} and {βn} are sequences
in [0, 1]. Then FSRIP , {xn} is defined by{

yn = W (T f(n)xn, xn, βn),

xn+1 = W (T f(n)xn, T
f(n)yn, αn)

(3.1)

for any n ∈ N , where f(n) is Fibonacci sequence defined as in Theorem 2.19.

Now we prove the following lemma for our main result.

Lemma 3.2. Let X be a POHMS and C be a convex and bounded nonempty
subset of X. Assume that the map T : C → C is monotone. Let x1 ∈ C be
such that x1 ≼ T (x1) (or T (x1) ≼ x1) and {αn} and {βn} are sequences in [0,
1] and consider the sequence {xn} ⊂ C generated by (3.1). Let p be the fixed
point of T such that x1 ≼ p (or p ≼ x1). Then

(i) Tn(x1) ≼ Tn+1(x1) (or T (n+1)(x1) ≼ Tn(x1)),



84 Jong Kyu Kim, Rashmi Verma, Samir Dashputre and Padmavati

(ii) x1 ≼ xn ≼ p (or p ≼ xn ≼ x1),

(iii) T f(n)(x1) ≼ T f(n)(xn) ≼ p (or p ≼ T f(n)(xn) ≼ T f(n)(x1)),

(iv) xn ≼ xn+1 ≼ T f(n)(xn) (or T f(n)(xn) ≼ xn+1 ≼ xn) for any n ∈ N,
(v) xn ≼ p (or p ≼ xn), provided that {xn} is ∆-convergent to a point

p ∈ C [36].

Proof. Using the convexity of the order intervals and the monotonicity of T,
we can easily deduce (i), (ii), and (iii) see in [5]. We prove (iv) by induction.
Without loss of generality, we assume that x0 ≼ T (x0). First we note that

x0 ≼ x1 ≼ T f(0)(x0) = T (x0). The monotonicity of T implies that T (x0) ≼
T (x1) which yields x0 ≼ x1 ≼ T f(1)(x1). Using the convexity of order interval

[x1, T
f(1)(x1)] and (3.1), we have

x1 ≼ y1 ≼ T f(1)(x1).

As T is monotone T f(1)(x1) ≼ T f(1)(y1). Again by convexity of the order

interval [T f(1)(x1), T
f(1)(y1)] and (3.1) we have T f(1)(x1) ≼ x2 ≼ T f(1)(y1), it

implies that x1 ≼ x2 ≼ T f(1)(x1). For fix n ≥ 2, assume that xk ≼ xk+1 ≼
T f(k)(xk) for any k ∈ [0, n − 1]. Now we claim that xn ≼ xn+1 ≼ T f(n)(xn).
By the convexity of order intervals this will be hold if we prove that xn ≼
T f(n)(xn).

Our assumption implies

xn ≼ T f(n−1)(xn−1)) ≼ T f(n−1)+f(n−2)(xn−2) = T f(n)(xn−2),

where we used the monotonicity of T , xn−1 ≼ T f(n−2)(xn−2) and the definition
of Fibonacci sequence. Since xn−2 ≼ xn−1 ≼ xn, the monotonicity of T implies
that

xn ≼ T f(n)(xn).

The induction argument is complete. □

Now we develop the following lemma for our main theorem.

Lemma 3.3. Let (X, d,≼) be a complete UCPOHMS, C be nonempty convex
and closed subset of X and T : C → C be a MNAN mapping with sequence

{af(n), η(T f(n))} and F (T ) ̸= ∅ such that
∞∑
n=1

af(n) < ∞ and
∞∑
n=1

(η(T f(n)) −

1) <∞. Let the sequence {xn} be defined by (3.1) with x1 ≼ T (x1) (or T (x1) ≼
x1), where 0 < a < αn, βn ≤ 1 and x1 ∈ C. If p ≼ x1 ( or x1 ≼ p) for some
p ∈ F (T ), then following holds:

(i) lim
n→∞

d(xn, p) exists.

(ii) lim
n→∞

d(T f(n)(xn), xn) = 0.
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Proof. Let p ∈ F (T ). It follows form Lemma 3.2, T f(n)(xn) ≼ p. From (3.1),
we get

d(yn, p) = d(W (T f(n)xn, xn, βn), p)

≤ (1− βn)d(xn, p) + βnd(T
f(n)xn, p)

≤ (1− βn)d(xn, p) + βnη(T
f(n)) d(xn, p) + η(T f(n)) βn af(n)

≤ (1− βn + βn η(T f(n))) d(xn, p) + η(T f(n)) βn af(n). (3.2)

From (3.1) and (3.2), we have

d(xn+1, p) = d(W (T f(n)xn, T
f(n)yn, αn), p)

≤ (1− αn) d(T
f(n)xn, p) + αn d(T f(n)yn, p)

≤ (1− αn)

(
η(T f(n)) d(xn, p) + η(T f(n)) af(n)

)
+ αn

(
η(T f(n))d(yn, p) + η(T f(n))af(n)

)
≤ (1− αn) η(T

f(n)) d(xn, p) + αn η(T f(n)) d(yn, p) + η(T f(n))af(n)

≤ (1−αn) η(T
f(n)) d(xn, p)+η(T f(n))af(n)

+ αnη(T
f(n))

(
(1−βn+βn η(T f(n)))d(xn, p)+η(T f(n)) βn af(n)

)
≤ (η(T f(n))− αnβn η(T f(n)) + αnβn η(T f(n))2) d(xn, p)

+ η(T f(n))af(n)(1 + αnβn η(T f(n))). (3.3)

Also, we have

∞∑
n=1

(
η(T f(n))− αn βnη(T

f(n)) + αn βnη(T
f(n))2 − 1

)
=

∞∑
n=1

(η(T f(n))− 1)(1 + αnβnη(T
f(n)))

≤ sup
1≤n≤∞

(1 + βnαnη(T
f(n)))

∞∑
n=1

(η(T f(n))− 1)

<∞.
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∞∑
n=1

η(T f(n))af(n)(1 + αn βn η(T f(n)))

≤ sup
1≤n≤∞

η(T f(n))(1 + αn βn η(T f(n)))
∞∑
n=1

af(n)

<∞.

It follows from Lemma 2.8 that lim
n→∞

d(xn, p) exists.

Next, we prove that lim
n→∞

d(T f(n)(xn), xn) = 0. For this, let

lim
n→∞

d(xn, p) = R ≥ 0.

If R = 0, then it is obvious that

lim
n→∞

d(T f(n)(xn), xn) = 0.

Let us assume that lim
n→∞

d(xn, p) = R > 0.

lim sup
n→∞

d(T f(n)(xn), p) ≤ lim sup
n→∞

(η(T f(n))d(xn, p) + af(n)η(T
f(n)))

≤ lim sup
n→∞

d(xn, p) = R. (3.4)

From (3.1), we have

lim sup
n→∞

d(yn, p) ≤ lim sup
n→∞

((1− βn)d(xn, p) + βnd(T
f(n)(xn), p))

≤ lim sup
n→∞

(1− βn + βnη(T
f(n)))d(xn, p) + lim sup

n→∞
η(T f(n))af(n)

≤ lim sup
n→∞

η(T f(n))d(xn, p) + lim sup
n→∞

η(T f(n))af(n)

≤ R. (3.5)

Using (3.5), we have

lim sup
n→∞

d(T f(n)(yn), p) ≤ lim sup
n→∞

(η(T f(n))d(yn, p) + af(n)η(T
f(n)))

≤ R. (3.6)

By (3.4) and (3.6), and application of Lemma 2.10, we have

lim sup
n→∞

d(T f(n)(xn), T
f(n)(yn)) = 0. (3.7)
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Using (3.1) and (3.7), we have

lim
n→∞

d(xn+1, T
f(n)(yn)) = lim

n→∞
d(W (T f(n)(xn), T

f(n)(yn), αn), T
f(n)(yn))

≤ lim
n→∞

αnd(T
f(n)(xn), T

f(n)(yn))

→ 0. (3.8)

Using (3.8) and triangle inequality, we have

lim inf
n→∞

d(xn+1, p) ≤ lim inf
n→∞

d(xn+1, T
f(n)(yn)) + lim inf

n→∞
d(T f(n)(yn), p)

≤ lim inf
n→∞

d(xn+1, T
f(n)(yn))

+ lim inf
n→∞

(η(T f(n))d(yn, p) + η(T f(n))af(n)),

R ≤ lim inf
n→∞

d(yn, p). (3.9)

Combining (3.5) and (3.9), we have

R = lim
n→∞

d(yn, p)

= lim
n→∞

d(W (T f(n)(xn), xn, p).

Using Lemma 2.10, we have lim
n→∞

d(T f(n)xn, (xn)) = 0. □

Theorem 3.4. Let (X, d,≼) be a complete UCPOHMS, C, T and {xn} be
defined as in Lemma 3.3 with x1 ≼ T (x1) (or T (x1) ≼ x1), where 0 < a <
αn, βn ≤ 1 and x1 ∈ C. If p ≼ x1 ( or x1 ≼ p) for some p ∈ F (T ). Then {xn}
is ∆-convergent to fixed point p of T .

Proof. From Lemma 3.3-(i), lim
n→∞

d(xn, p) exists for p ∈ F (T ) and Lemma

3.3-(ii), the sequence {xn} is bounded and

lim
n→∞

d(T f(n)(xn), xn) = 0.

By Lemma 2.15, {xn} have unique asymptotic center. Let A({xn}) = x∗ and
{un} be a subsequence of {xn} such that A({un}) = u.

Now we claim that x∗ = u. On contrary suppose that x∗ ̸= u. Then

lim sup
n→∞

d(un, u) < lim sup
n→∞

d(un, x
∗)

≤ lim sup
n→∞

d(xn, x
∗)

< lim sup
n→∞

d(xn, u)

= lim sup
n→∞

d(un, u),
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which is a contradiction and hence ∆− lim
n→∞

xn = x∗.

Now we claim that x∗ ∈ F (T ). From Lemma 3.2 xn ≼ x∗.

lim sup
n→∞

d(T f(n)x∗, xn) ≤ lim sup
n→∞

d(T f(n)(xn), T
f(n)(x∗))

+ lim sup
n→∞

d(T f(n)(xn), xn)

≤ lim sup
n→∞

(η(T f(n))d(xn, x
∗) + η(T f(n))af(n))

+ lim sup
n→∞

d(T f(n)(xn), xn)

≤ lim sup
n→∞

d(x∗, xn),

r(T f(n)xn, {xn}) ≤ r(x∗, {xn}). (3.10)

Since ∆− lim
n→∞

xn = x∗, therefore

r(x∗, {xn}) ≤ r(T f(n)(xn), {xn}). (3.11)

Combining (3.10) and (3.11), we have T f(n)x∗ = x∗, which completes the
proof. □

Theorem 3.5. Let (X, d,≼) be a complete UCPOHMS, C, T and {xn} be
defined as in Lemma 3.3 with x1 ≼ T (x1) (or T (x1) ≼ x1), where 0 < a <
αn, βn ≤ 1 and x1 ∈ C. If p ≼ x1 ( or x1) ≼ p for some p ∈ F (T ), then {xn} is
convergent strongly to fixed point x∗ of T if and only if lim inf

n→∞
d(xn, F (T )) = 0.

Proof. It is easy to see that if {xn} converges to a point x∗ ∈ F (T ), then
lim inf
n→∞

d(xn, F (T )) = 0. For converse part, suppose that

lim inf
n→∞

d(xn, F (T )) = 0.

From the proof of Theorem 3.4, lim
n→∞

d(xn, x
∗) exist. But as it is given in the

hypothesis that lim inf
n→∞

d(xn, F (T )) = 0, therefore,

lim
n→∞

d(xn, F (T )) = 0.

Thus, for a given ϵ > 0 there exist a K(ϵ) ∈ N such that

d(xn, F (T )) <
ϵ

2
for n > K(ϵ).

Particularly, inf{d(xk, x∗) : x∗ ∈ F (T )} < ϵ
2 . So there exist x∗ ∈ F (T ) such

that d(xk, x
∗) < ϵ

2 . Now, for n,m > K(ϵ)

d(xn, xm) ≤ d(xn, x
∗) + d(x∗, xm) < ϵ.
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Hence {xn} is a Cauchy sequence in C. Since C is a closed subset of X then

lim
n→∞

xn = x∗ ∈ C.

□

Theorem 3.6. Let (X, d,≼) be a complete UCPOHMS, C be a nonempty,
convex and compact subset of X and T : C → C be a continuous MNAM

with sequence {af(n), η(T f(n))} and F (T ) ̸= ∅ such that
∞∑
n=1

af(n) < ∞ and

∞∑
n=1

(η(T f(n)) − 1) < ∞. Let the sequence {xn} be defined by (3.1) with x1 ≼

T (x1) (or T (x1) ≼ x1), where 0 < a < αn, βn ≤ 1 and x1 ∈ C. If p ≼ x1 ( or
x1 ≼ p) for some p ∈ F (T ), then {xn} is convergent strongly to fixed point x∗

of T.

Proof. From Theorem 3.3-(ii), we have

lim
n→∞

d(T f(n)(xn), xn) = 0.

Since C is compact, so there exists a subsequence {xnk
} of {xn} converges

strongly to y ∈ C. Therefore,

lim
k→∞

d(xnk
, y) = 0.

Now

d(xnk
, T f(nk)p) ≤ d(xnk

, T f(nk)(xnk
)) + d(T f(nk)(xnk

), T f(nk)(p))

≤ d(xnk
, T f(nk)(xnk

)) + η(T f(nk))d(xnk
, p)+η(T f(nk))af(nk).

Taking limit as k →∞, we obtain

lim
k→∞

d(xnk
, T f(nk)(xnk

)) = 0.

By uniqueness of limit, we obtain

T f(nk)(p) = p.

That is p ∈ F (T ). Since lim
n→∞

d(xn, p) exists for every p ∈ F (T ). Hence, {xn}
converges strongly to p ∈ F (T ). □

Corollary 3.7. Let (X, d,≼) be a complete UCPOHMS, C be a nonempty

convex subset of X and T : C → C be a MANM with sequence {af(n), η(T f(n))}

and F (T ) ̸= ∅ such that
∞∑
n=1

af(n) < ∞ and
∞∑
n=1

(η(T f(n)) − 1) < ∞. Let se-

quence {xn} be defined by (3.1) with x1 ≼ T (x1) (or T (x1) ≼ x1), where
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0 < a < αn, βn ≤ 1 and x1 ∈ C. If p ≼ x1 ( or x1 ≼ p) for some p ∈ F (T ),
then {xn} is ∆-convergent to fixed point p of T .

Corollary 3.8. Let (X, d,≼) be a complete UCPOHMS, C, T and {xn} be
defined as in Corollary 3.7 with x1 ≼ T (x1) (or T (x1) ≼ x1), where 0 < a <
αn, βn ≤ 1 and x1 ∈ C. If p ≼ x1 ( or x1 ≼ p) for some p ∈ F (T ), then {xn}
is convergent strongly to fixed point x∗ of T.

Remark 3.9. Corollaries 3.7 and 3.8 are the generalization of Theorem 3.6
and Theorem 3.11 of [5] in two ways, first FMIP defined in 2.2 to FSRIP
and second from UCBS to more general space UCPOHMS.

4. Weak w2-stability result

We know that a fixed point iteration is numerically stable if small pertur-
bation (due to approximation, rounding errors, etc.) during computation will
produce small changes in the approximate value of the fixed point computed
by methods. In this direction, in 1988, Harder and Hicks [16] gave the formal
definition of stability and proved some stability results for Picard, Mann, and
Kirk fixed point iteration procedures under various contractive conditions. Let
us, first we define stability.

Definition 4.1. ([16]) Let (X, d) be a metric space, T be a self-mapping on
X and {xn} be iterative sequence produced by the mapping T such that{

x1 ∈ X,

xn+1 = f(T (xn)),
(4.1)

where x1 is an initial approximation and f is a function. Assume that {xn}
converges strongly to p ∈ F (T ). If for an arbitrary sequence {yn} ⊂ X,

lim
n→∞

d(yn+1, f(T, yn)) = 0 =⇒ lim
n→∞

yn = p,

then the iterative sequence {xn} is said to be stable with respect to T or
simply stable.

Definition 4.2. ([32]) Let (X, d) be a metric space and let {xn} and {yn} be
two sequences in X. We say that the sequences are equivalent if

lim
n→∞

d(xn, yn) = 0.

The following definition of w2-stability was given by Timis [39] in 2010.
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Definition 4.3. ([39]) Let (X, d) be a metric space, T be a self-mapping on
X and {xn} ⊂ X be an iterative sequence given by (3.1). Suppose that {xn}
converges strongly to p ∈ F (T ). If for any equivalent sequence {yn} ⊂ X of
{xn}

lim
n→∞

d(yn+1, f(T (yn)) = 0 =⇒ lim
n→∞

yn = p,

then iterative {xn} is said to be weak w2-stable with respect to T .

Theorem 4.4. Let (X, d,≼) be a complete UCPOHMS, C be a nonempty
convex subset of X and T : C → C be a continuous MNAN mapping with

F (T ) ̸= ∅ such that

∞∑
n=1

af(n) <∞ and

∞∑
n=1

(η(T f(n))− 1) <∞. If the sequence

{xn} is defined by (3.1) with x1 ≼ T (x1) (or T (x1) ≼ x1), where 0 < a <
αn, βn ≤ 1 and x1 ∈ C. If p ≼ x1 ( or x1 ≼ p) for some p ∈ F (T ), and {pn}
is any equivalent sequence of {xn} with xn ≼ pn (or pn ≼ xn) defined by

p1 ∈ C,

pn+1 = W (T f(n)pn, T
f(n)qn, αn),

qn = W (T f(n)pn, pn, βn),

(4.2)

then iteration process (3.1) is weak w2-stable with respect to T .

Proof. Since xn ≼ pn then by monotonicity of T , T f(n)(xn) ≤ T f(n)(pn). Now,
we compute by using (3.1) and (4.2), we have

d(yn, qn) = d(W (T f(n)xn, (xn), βn),W (T f(n)(pn), pn, βn)

≤ (1− βn)d(xn, pn) + βnd(T
f(n)(xn), T

f(n)(pn))

≤ (1− βn)d(xn, pn) + βnη(T
f(n))d(xn, pn) + βnaf(n)η(T

f(n))

≤ (1− βn + βnη(T
f(n)))d(xn, pn) + βnaf(n)η(T

f(n)). (4.3)

Next, we compute by using (3.1) and (4.2), we have

d(pn+1, xn+1) ≤ d(W (T f(n)(pn), T
f(n)(qn), αn),W (T f(n)(xn), T

f(n)(yn), αn))

+ (1−αn)d(T
f(n)(pn)), T

f(n)(xn))+αnd(T
f(n)(qn), T

f(n)(yn))

≤ (1− αn)(η(T
f(n))d(pn, xn) + af(n)η(T

f(n)))

+ αn(η(T
f(n))d(yn, pn) + η(T f(n))af(n))

≤ (1− αn)η(T
f(n))d(pn, xn)

+ αnη(T
f(n))d(yn, pn) + η(T f(n))af(n). (4.4)
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Using (4.3) and (4.4), we have

d(pn+1, xn+1) ≤ (1− αn)η(T
f(n))d(pn, xn) + η(T f(n))af(n)

+ αnη(T
f(n))((1− βn + βnη(T

f(n)))d(xn, pn)

+ βnaf(n)η(T
f(n)))

≤ Rnd(xn, pn) + Snaf(n)η(T
f(n)), (4.5)

where
Rn = (η(T f(n))− αnβn η(T f(n)) + αnβn η(T f(n))2)

and
Sn = 1 + αnβn η(T f(n)).

Now set

εn = d(pn+1,W (T f(n)(pn), T
f(n)(qn), αn). (4.6)

Suppose that εn → 0 as n→∞. Then

d(pn+1, x
∗) ≤ d(pn+1,W (T f(n)(pn), T

f(n)(qn), αn)

+ d(pn+1, xn+1) + d(xn+1, x
∗). (4.7)

Taking n→∞ on both sides, we get

lim
n→∞

d(pn+1, x
∗) = 0.

Thus {xn} is weak w2-stable with respect to T . □

5. Numerical example

Let X = R, C = [0, 4] and define a mapping T : C → C as

T (x) =

{
2 if x ∈ [0, 2),

4 if x ∈ [2, 4].
(5.1)

is MNAN mapping with discontinuity. However, T is not asymptotically
nonexpansive mapping. The sequence {an} with a1 = 2 is eventually constant
sequence which converges to 0, we have

∥Tx− Ty∥ ≤ ∥x− y∥+ a1

and
Tnx = 4

for all x ∈ [0, 4] and n > 1.

Figure 1, Figure 2, Figure 3, and Figure 4 shows the convergence behavior
of the FSRIP and FMIP for tn = .5, tn = .55, tn = .8 and tn = 1√

n3+1
for

different initial values.
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Figure 1. Convergence table of FSRIP and FMIP for tn=.5

Figure 2. Convergence graph of FSRIP and FMIP for tn=.5

Figure 3. Convergence table of FSRIP and FMIP for tn=.55



94 Jong Kyu Kim, Rashmi Verma, Samir Dashputre and Padmavati

Figure 4. Convergence graph of FSRIP and FMIP for tn = 1√
n3+1

Figure 5. Convergence table of FSRIP and FMIP for tn=.8

Figure 6. Convergence graph of FSRIP and FMIP for tn=.8
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Figure 7. Convergence table of FSRIP and FMIP for tn = 1√
n3+1

Figure 8. Convergence graph of FSRIP and FMIP for tn = 1√
n3+1
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