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1. Introduction

A metric space (X, d) is a CAT (0) space if it is geodesically connected and
every geodesic triangle within X is no thicker than its comparison triangle in
the Euclidean plane. It is a well-established fact that any complete, simply
connected Riemannian manifold with nonpositive sectional curvature qualifies
as a CAT(0) space. Additional examples include pre-Hilbert spaces, and R-
trees (refer to [13]), among others. For further information on these spaces,
one can refer to [6, 8, 9].

The investigation into sufficient conditions for the existence of fixed points
of multivalued contraction and nonexpansive mappings using the Hausdorff
metric was initially conducted by Markin [21] and later expanded by Nadler
[22]. The study of fixed point theory in CAT (0) spaces began with Kirk
[17, 18], who demonstrated that every nonexpansive mapping on a bounded,
closed, convex subset of a complete CAT (0) space possesses a fixed point. In
fact, CAT (0) spaces offer an appropriate setting for deriving fixed points of
nonexpansive mappings and their various generalizations [10, 11, 27, 30].

The conditions for a mapping to be nonexpansive traditionally apply to all
points within the mapping’s domain. However, relaxed conditions have been
introduced to ensure that these mappings do not affect the outcomes of fixed
point results. Addressing this issue, Suzuki [28] introduced a new class of map-
pings, formally known as mappings satisfying Condition (C), particularly in
the context of uniform convex Banach spaces. It’s worth noting that the class
of nonexpansive mappings is a specific subclass within this broader class of
mappings satisfying Condition (C), which may not necessarily be continuous.

Building on this framework, Akbar and Eslamian [2] extended this concept
from single-valued mappings to multivalued mappings, successfully obtaining
fixed points within the framework of Banach spaces.

2. Preliminaries

Let M be a nonempty subset of a metric space X. The subset M is termed
proximal if for each v ∈ X, there exists an element k ∈M such that

d(v, k) = d(v,M) = inf{d(v, y) : y ∈M} (2.1)

where d(v,M) represents the distance from the point v to the set M . Let
P (X) denote the family of nonempty closed bounded subsets of X, D(X)
denote the family of nonempty bounded proximal subsets of X, and κ(X)
denote the family of nonempty compact subsets of X. The Hausdorff distance
H on P (X) is defined by
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H(E,F ) = max

{
sup
e∈E

d(e, F ), sup
f∈F

d(f,E)

}
. (2.2)

This mapping H is known as the Pompeiu-Hausdorff metric induced by d.

A multivalued mapping Ψ : X → P (X) is said to have a fixed point if there
exists an element p ∈ X such that p ∈ Ψ(p). The set F (Ψ) denotes the set of
all fixed points of Ψ. An element p ∈ X is said to be a strict fixed point (or
end point of Ψ) if

Ψ(p) = {p}.
The set of strict fixed points (end points) of Ψ is denoted by SF (Ψ), and
clearly, SF (Ψ) ⊆ F (Ψ).

A multivalued mapping Ψ : X → P (X) is said to be:

(1) nonexpansive if

H(Ψ(v),Ψ(y)) ≤ d(v, y), ∀v, y ∈ X.

(2) quasi-nonexpansive if F (Ψ) is nonempty and for any p ∈ F (Ψ),

H(Ψ(v),Ψ(p)) ≤ d(v, p), ∀v ∈ X.

(3) satisfying condition (C) if for any v, y ∈ X with 1
2d(v,Ψ(v)) ≤ d(v, y),

H(Ψ(v),Ψ(y)) ≤ d(v, y).

(4) a generalized α-nonexpansive mapping if there exists an α ∈ [0, 1) such
that for each v, y ∈ X with 1

2d(v,Ψ(v)) ≤ d(v, y),

H(Ψ(v),Ψ(y)) ≤ αd(v,Ψ(y)) + αd(y,Ψ(v)) + (1− 2α)d(v, y).

A geodesic path in a metric space (X, d) is a map ξ joining two points v
and y in X from a closed interval [0, l] ⊂ R such that ξ(0) = v, ξ(l) = y, and
d(ξ(q), ξ(q′)) = |q−q′| for all q, q′ ∈ [0, l]. In particular, l = d(v, y). The image
of ξ is called the geodesic or metric segment joining v and y. If the image is
unique, then it is denoted by [v, y]. The space (X, d) is called a geodesic space
if any two points of X are connected by a geodesic, whereas X is known to
be uniquely geodesic if for each v, y ∈ X, there is exactly one metric segment
which joins v and y.

A subset M of X containing every geodesic segment joining any two of
its points is said to be convex. In a geodesic metric space (X, d), a geo-
desic triangle △(a, b, c) consists of three points in X where a, b, and c are the
vertices of △, and geodesic segments between them are the sides of △. A
comparison triangle for △(a, b, c) in (X, d) is a triangle △̄(a, b, c) = △(ā, b̄, c̄)
in the Euclidean plane R2 such that d(a, b) = dR2(ā, b̄), d(a, c) = dR2(ā, c̄), and
d(b, c) = dR2(b̄, c̄).
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Suppose that △ is a geodesic triangle in E and △̄ is a comparison triangle
for △. In a geodesic space, if all geodesic triangles of appropriate size satisfy
the following comparison axiom called CAT (0) inequality:

d(u, v) ≤ dR2(ū, v̄) ∀ u, v ∈ △, ū, v̄ ∈ △̄
then such a geodesic space is said to be CAT (0) space.

Aoyama and Kohshaka [4] suggested the class of α-nonexpansive mappings
in Banach spaces who also explored fixed points of such mappings. Re-
cently, Iqbal et al. [14] proposed the concept of multivalued generalized α-
nonexpansive mappings and obtained existence and approximation results in
the setting of a Banach space.

In 2018, Harandi et al. [3] presented the class of (α, β)-nonexpansive map-
pings which are properly larger than the class of α-nonexpansive mapping for
a fixed point sequence. Many researchers have presented and studied iterative
techniques for approximating the fixed points and established convergence re-
sults in CAT(0) spaces for the general class of multivalued mappings including
Mann, Ishikawa, and S-iterative schemes [19, 26, 30, 29].

Motivated by [19, 28], we present the class of monotone multivalued gen-
eralized (α, β)-nonexpansive multivalued mappings and establish fixed points
for such mappings in an ordered CAT (0) space (see [5]). We will approxi-
mate the fixed points of the proposed mapping using the S-iterative scheme.
Under suitable conditions, ∆-convergence and strong convergence results will
be established. An application of the convergence results is also presented.
Now, we recall some important definitions and results needed in the sequel.
We assume that (X, d) is a CAT (0) space.

Lemma 2.1. ([12]) For v, y ∈ X and q ∈ [0, 1], there exists a unique h ∈ [v, y]
such that

d(v, h) = (1− q)d(v, y) and d(y, h) = qd(v, y).

We denote the unique point h ∈ [v, y] in the above Lemma by (1− q)v ⊕ qy.

Lemma 2.2. ([12]) For v, y, z ∈ X and q ∈ [0, 1], we have the following
inequalities:

(i) d((1− q)v ⊕ qy, z) ≤ (1− q)d(v, z) + qd(y, z).
(ii) d((1− q)v ⊕ qy, z)2 ≤ (1− q)d(v, z)2 + qd(y, z)2 − q(1− q)d(v, y)2.

Let M be a bounded subset X and {vn} a bounded sequence in X. Then,

(1) a mapping r(., {vn}) : X → R+ by

r(v, {vn}) = lim supn→∞ d(vn, v).

For each v ∈ X, the value r(v, {vn}) is called asymptotic radius of
{vn} at v [1].
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(2) The asymptotic radius of {vn} [1] relative to M is the number r given
by

r = inf{r(v, {vn}); v ∈M}.
Denote asymptotic radius of {vn} relative to M by r(M, {vn}).

(3) The asymptotic center of {vn} relative to M is the set A({vn}) of
points in X for which r(M, {vn}) = r(v, {vn}), that is,

A({vn}) = {v ∈ Y : r(v, {vn}) = r}.

Definition 2.3. ([12]) A sequence {vn} in a CAT (0) space X is ∆-convergent
to v ∈ X if v is the unique asymptotic center of every subsequence of {vn}.
In such situation, we write ∆− limn vn = v and v is the ∆-limit of {vn}.

Given {vn} ⊂ X such that {vn} is ∆-convergent to v if we take y ∈ X such
that v ̸= y, then by the uniqueness of the asymptotic center, we have

lim sup
n→∞

d(vn, v) < lim sup
n→∞

d(vn, y).

Lemma 2.4. ([12]) In a complete CAT(0) space, every bounded sequence ad-
mits a ∆-convergent subsequence.

Lemma 2.5. ([12]) If {vn} is a bounded sequence in a closed convex subset
M of a complete CAT(0) space, then the asymptotic center of {vn} is in M .

Lemma 2.6. ([19]) Let p be an element of a complete CAT(0) space X. As-
suming {tn} is a sequence in [θ, η] for some θ, η ∈ (0, 1) and that {vn}, {yn}
are two sequences in X satisfying the following for some r ≥ 0:

lim sup
n→∞

d(vn, p) ≤ r, lim sup
n→∞

d(yn, p) ≤ r

and
lim sup
n→∞

d(tnvn + (1− tn)yn, p) = r.

Then lim
n→∞

d(vn, yn) = 0.

Let M be a nonempty convex subset of X and Ψ : M → P (M) with
p ∈ F (Ψ). Then, the modification of S-iterative scheme [1] in the framework
of CAT (0) spaces is given as follows:

Let v1 ∈M . Define, for αn, βn ∈ (0, 1){
yn = (1− βn)xn ⊕ βnsn,

xn+1 = (1− αn)xn ⊕ αns
′
n,

(2.3)

with sn ∈ Ψxn, s
′
n ∈ Ψyn and d(sn, s

′
n) ≤ H(Ψxn,Ψyn) satisfying

d(sn+1, s
′
n) ≤ H(Ψxn+1,Ψyn).
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Consider a complete CAT (0) space, X, endowed with partial order ≼. Two
elements v, y are comparable if v ≼ y or y ≼ v. For any a ∈ X, define

[a,→) = {v ∈ X : a ≼ v} and (←, a] = {v ∈ X : v ≼ a}
for every v, y ∈ X. An order interval [v, y] is the set given by

[v, y] = {w ∈ X : v ≼ w ≼ y}.

Throughout in this paper, we consider the order intervals to be closed convex
subsets of an ordered CAT (0) space (X,≼). Let M be a nonempty closed
convex subset of (X,≼). A mapping Ψ : M → P (M) is called monotone
if for any uv ∈ Ψv there exists uy ∈ Ψy such that uv ≼ uy whenever v ≼
y for all v, y ∈M . Moreover, the mapping Ψ is said to be :

(1) monotone nonexpansive, if Ψ is monotone and such that for any com-
parable v, y ∈M ,

H(Ψv,Ψy) ≤ d(v, y), (2.4)

(2) monotone quasi-nonexpansive, if Ψ is monotone with p ∈ F (Ψ) ̸= ϕ
and v ∈M such that whenever v, p are comparable,

H(Ψv,Ψp) ≤ d(v, p), (2.5)

holds.
(3) monotone Suzuki generalized nonexpansive, if

1

2
d(v,Ψv) ≤ d(v, y) =⇒ H(Ψv,Ψy) ≤ d(v, y). (2.6)

(4) monotone α-generalized nonexpansive, if for some α < 1,

H(Ψv,Ψp)2 ≤ αd(Ψv, p)2 + αd(v,Ψp)2 + (1− 2α)d(v, p)2. (2.7)

3. Multivalued generalized (α, β)-nonexpansive mapping

Recently, Abbas et. al. [1] initiated the notion of monotone generalized
(α, β)-nonexpansive mapping, which is a wider class of nonexpansive type
mapping that properly contains nonexpansive mapping satisfying condition
(C) and generalized α-nonexpansive mappings in setting of CAT (0) space as
follows.

Definition 3.1. Let M be a nonempty subset of a CAT (0) space (X, d). A
multivalued mapping Ψ : M → P (M) satisfies the Condition (C(α,β)) if there
exists (α, β) ∈ (0, 1) such that for any v, y ∈M ,
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1

2
d(v,Ψv) ≤ d(v, y) (3.1)

implies that

H(Ψv,Ψy) ≤ αd(y,Ψv) + βd(v,Ψy) + (1− α− β)d(v, y). (3.2)

If a multivalued mapping satisfies the Condition (C(α,β)) in a CAT (0) space
then we say Ψ is the multivalued generalized (α, β)-nonexpansive mapping.

Let M be a nonempty closed subset of an ordered CAT (0) space (X,≼).
A mapping Ψ : M → P (M) is said to be a monotone multivalued generalized
(α, β)-nonexpansive mapping if

(a) Ψ is monotone,
(b) Ψ satisfies (3.1) for all v, y ∈M and either v ≼ y or y ≼ v.

Remark 3.2. (1) Multivalued generalized (α, β)-nonexpansive mappings
extend and generalize the class of mappings introduced by [14]. Indeed,
if α = β then the mapping is reduced to multivalued generalized α-
nonexpansive mapping.

(2) Multivalued generalized (α, β)-nonexpansive mappings contain the class
of mappings satisfying the Condition (C). Substituting α = β = 0 we
get our desired mapping.

(3) Every nonexpansive mapping is generalized (0,0)-nonexpansive map-
ping.

The following example demonstrates that a multivalued generalized (α, β)-
nonexpansive mappings in the settings of an ordered CAT (0) space which is
neither nonexpansive nor satisfies the Condition (C).

Example 3.3. ([1]) Consider an Example 18 of [24] where

d(v, y) = |v1 − y1|+ |v1v2 − y1y2|.

Define an order on X as follows: for v = (v1, v2) and y = (y1, y2), v < y
if and only if v1 ≤ y1 and v2 ≤ y2. Thus (X, d,≼) is an ordered Hyperbolic
space which is an example of an ordered CAT (0) space.

Let M = [0, 2]× [0, 2] ⊂ Y and Ψ : M → P (M) be defined by

Ψ(v1, v2) =

{
{(0, 14), (

1
2 , 1)}, if (v1, v2) ̸= (2, 2),

{(32 ,
3
2), (

19
10 ,

19
10)}, if (v1, v2) = (2, 2).
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Then, the mapping Ψ does not satisfy the Condition (C) on M and therefore
is not nonexpansive. Indeed, for (v1, v2) = (1, 1) and (y1, y2) = (2, 2), we have

1

2
d(v,Ψv) =

1

2
min{1

2
,
1

4
} = 1

8

and

d(v, y) = |1− 2|+ |1(1)− 2(2)| = 4.

Thus

1

2
d(v,Ψv) < d(v, y).

And also, the mapping Ψ is multivalued generalized (α, β)-nonexpansive map-
ping, for α = 7

8 and β = 1
8 .

In 2021, Abbas et al. [1] introduced multivalued generalized (α, β)-nonexpa-
nsive mapping and its properties as follows:

(i) If Ψ satisfies the Condition (C) as defined in (3.2), then Ψ satisfies the
Condition (C(α,β)) but the converse is not true in general (see [1]).

(ii) If Ψ satisfies the Condition (C(α,β)) with F (Ψ) ̸= ϕ, then Ψ is quasi-
nonexpansive.

Indeed,
1
2dist(p,Ψp) ≤ d(v, p), ∀v ∈ X, p ∈ F (Ψ).

As Ψ satisfying the Condition (C(α,β)) for some α, β ∈ [0, 1) such that

H(Ψv,Ψp) ≤ α dist(p,Ψv) + β dist(v,Ψp) + (1− α− β)d(v, p)

holds. Then

H(Ψv,Ψy) ≤ αH(Ψp,Ψv) + β dist(p,Ψp) + βd(v, p)(1− α− β)d(v, p),

implies that

(1− α)H(Ψv,Ψy) ≤ d(v, p),

since, 1− α > 0, it follows that

H(Ψv,Ψy) ≤ d(v, p).

Lemma 3.4. ([1]) Let us assume that M is a nonempty subset of CAT (0)
space X and Ψ : M → P (M) is a multivalued mapping satisfying the condition
(C(α,β)) for some α, β ∈ [0, 1). Then

(1) If M is closed then F (Ψ) is closed. Moreover, if M is convex and
F (Ψ) ̸= ϕ with SF (Ψ) = F (Ψ), then F (Ψ) is convex.

(2) For each v, y ∈M and p ∈ Ψv, we have the followings:
(i) H(Ψv,Ψp) ≤ d(v, p).
(ii) Either 1

2dist(v,Ψv) ≤ d(v, y) or 1
2dist(p,Ψp) ≤ d(y, p).
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(iii) Either H(Ψv,Ψy) ≤ αdist(y,Ψv)+βdist(v,Ψy)+(1−α−β)d(v, y)
or H(Ψv,Ψp) ≤ αdist(p,Ψv) + βdist(v,Ψp) + (1− α− β)d(v, p).

(3) Let M be closed and convex. Then

H(Ψv,Ψy) ≤ (1 + α+ β)

(1− β)
dist(v,Ψv) + d(v, y) (3.3)

holds for all v, y ∈M .

4. Convergence results for monotone generalized
(α, β)-nonexpansive mapping type 1

In this section, we establish strong and ∆-convergence results for monotone
generalized (α, β)-nonexpansive mapping type I in a CAT (0) space.

Assume that (X, d) is an ordered CAT (0) space and M is a nonempty,
convex, and closed subset of X. Let Ψ : M → P (M) be multivalued mapping.
The sequence {τm} is defined by

τ1 ∈M,
zm = (1− βm)τm ⊕ βmsm,

ym = s
′
m,

τm+1 = (1− αm)s
′
m ⊕ αms

′′
m, ∀m ∈ N,

(4.1)

where {αm} and {βm} are real sequences in (0, 1), with sm ∈ Ψ(τm), s
′
m ∈

Ψ(zm) and s
′′
m ∈ Ψ(ym) and d(sm, s

′
m) ≤ H(Ψ(τm),Ψ(zm)), d(s

′
m, s

′′
m) ≤

H(Ψ(zm),Ψ(ym)) and d(sm, s
′′
m) ≤ H(Ψ(τm),Ψ(ym)). The sequence defined

in (4.1) is referred as SR iterative algorithm.

Lemma 4.1. ([1]) Assume that M is a nonempty, closed, and convex subset
of a complete ordered CAT (0) space (X, d) and Ψ : M → P (M) is a monotone
multivalued generalized (α, β)-nonexpansive mapping. Then

1
2d(p,Ψ(x)) ≤ d(p, x)

for all x ∈M and p ∈ F (Ψ) such that either x ⪯ p or p ⪯ x.

Lemma 4.2. Let M and Ψ : M → P (M) be as in Lemma 4.1. Let τ1 ∈M be
such that τ1 ⪯ Ψ(τ1)(or Ψ(τ1) ⪯ τ1). Then, for sequence {τm} defined by SR
iterative algorithm (4.1), we have

(1) τm ⪯ sm ⪯ τm+1(or τm+1 ⪯ sm ⪯ τm); for any m ≥ 1 and sm ∈
Ψ(τm).

(2) τm ≤ τ∗(or τ∗ ⪯ τm), provided {τm} is ∆-convergent to a point τ∗ ∈
M for all m ∈ N.
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Proof. If τ1 ⪯ s1, then by convexity of order interval [τ1, s1] and (4.1) we have

τ1 ⪯ (1− β1)τ1 ⊕ β1s1 ⪯ s1.

Thus, there exists z1 such that

τ1 ⪯ z1 ⪯ s1. (4.2)

Since Ψ is monotone there exists s
′
1 ∈ ϕ(z1) such that s1 ⪯ s

′
1. Again by

convexity of order interval [s
′
1, s

′′
1 ], s

′
1 ⪯ s

′′
1 . As Ψ is monotone there exists

s
′′
1 ∈ ϕ(y1) such that s

′
1 ⪯ s

′′
1 . Again by convexity of order interval [s

′
1, s

′′
1 ],

and by (4.1), we have

s
′
1 ⪯ (1− α1)s

′
1 ⊕ α1s

′′
1 ,

thus

s
′
1 ⪯ x2 ⪯ s

′′
1 . (4.3)

From (4.2) and (4.3) the above argument, we conclude that

x1 ⪯ s1 ⪯ x2.

Hence, the statement is true for m = 1. Assuming that the statement is true
for all m, that is sm ∈ Ψ(τm), we have

xm ⪯ sm ⪯ xm+1. (4.4)

Now, we show that (4.4) is true for (m+ 1). By convexity of order interval
[xm, sm] and (4.1)

xm ⪯ (1− βm)xm ⊕ βmsm ⪯ sm,

thus there exists zm such that

xm ⪯ zm ⪯ sm, (4.5)

by monotoncity of Ψ there exists s
′
m ∈ Ψ(zm) such that sm ⪯ s

′
m. Again by

the convexity of order interval [sm, s
′
m] and (4.1), we have

sm ⪯ ym ⪯ s
′
m, (4.6)

by monotoncity of Ψ there exists s
′′
m ∈ Ψ(ym) such that s

′
m ⪯ s

′′
m. Again by

the convexity of order interval [s
′
m, s

′′
m] and (4.1), we have

s
′
m ⪯ (1− αm)s

′
m ⊕ αms

′′
m ⪯ s

′′
m,

thus

s
′
m ⪯ τm+1 ⪯ s

′′
m. (4.7)

From (4.5), (4.6) and (4.7), we have

xm ⪯ zm ⪯ sm ⪯ s
′
m ⪯ xm+1 ⪯ s

′′
m,
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and therefore

s
′′
m ⪯ sm+1. (4.8)

Hence, we have

τm+1 ⪯ sm+1.

By convexity of order interval [τm+1, sm+1] and (4.1), we obtain that

τm+1 ⪯ (1− βm+1)τm+1 ⊕ βm+1sm+1zm ⪯ sm+1,

and hence

sm+1 ⪯ zm+1 ⪯ s
′
m+1. (4.9)

The monotonicity of Ψ yields that there exists s
′
m+1 ∈ Ψ(zm+1) such that

sm+1 ⪯ s
′
m+1,

again by the convexity of order interval [sm+1, s
′
m+1], we have

sm+1 ⪯ ym+1 ⪯ s
′
m+1,

again by convexity of order interval [s
′
m+1, s

′
m+1] and (4.1)

s
′
m+1 ⪯ (1− αm+1)s

′
m+1 ⊕ αm+1s

′′
m+1 ⪯ s

′′
m+1,

which implies that

s
′
m+1 ⪯ τm+2 ⪯ sm+1 (4.10)

so combine all the above inequalities, we obtain

τm+1 ⪯ sm+1 ⪯ τm+2.

Hence it is true for all m.
Suppose that x is ∆− lim of {τm}. From (4.1), we have τm ⪯ τm+1 for all

m ≥ 1. Since the order interval [τm,→) is closed and convex and the sequence
{τm} is increasing, we deduced that τ ∈ [τm,→) and fixed m ∈ N, if not, that
is, if τ /∈ [τm,→), then a subsequence {τk} of {τm} may be constructed by
leaving the first m−1 terms of the sequence {τm} and then asymptotic center
of {τr} would not be τ which contradicts that τ is the ∆− lim of the sequence
{τm}. This completes the proof. □

Lemma 4.3. Let M and Ψ : M → P (M) be as in Lemma 4.1 and {τm} be
a SR iteration process defined by (4.1) where F (Ψ) ̸= ϕ such that SF (Ψ) =
F (Ψ). Suppose that there exists τ1 ∈ M such that τ1 ⪯ s1, where s1 ∈ Ψ(τ1).
Also, assume that either τ1 and p are comparable. Then

(i) lim
n→∞

d(τm, p) exists for all p ∈ F (Ψ).
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(ii) lim
n→∞

d(τm, sm) = 0 where sm ∈ Ψ(τm).

Proof. Let p ∈ F (Ψ). If p ⪯ τ1. Then Lemma 4.2 and transitivity of order
implies that p ⪯ τ2. Applying the mathematical induction, we obtain p ⪯ τm
for all m ≥ 1. On the other hand assume that τ1 ⪯ p. Since there exists
s1 ∈ Ψ(τ1), we have s1 ⪯ p as F (Ψ) = SF (Ψ). Further (4.1) yields

z1 = (1− β1)τ1 ⊕ β1s1 ⪯ p.

Again, there exists s
′
1 ∈ Ψ(z1) which implies that s

′
1 ⪯ p as F (Ψ) = SF (Ψ)

and y1 = s
′
1. Again there exists s

′′
1 ∈ Ψ(y1) which implies that s

′′
1 ⪯ p, finally

τ2 ⪯ (1− α2)s
′
1 ⊕ α2s

′′
1 ⪯ p,

continue in this manner, we obtain zn ⪯ p, yn ⪯ p and s
′
m ⪯ p s

′′
m ⪯ p and

τm ⪯ p. Therefore in both case τm and p are comparable. Now from (4.1), we
have

d(τm+1, p) = d((1− αm)s
′
m ⊕ αms

′′
m, p)

≤ (1− αm)d(s
′
m, p) + αmd(s

′′
m, p)

≤ (1− αm)dist(s
′
m,Ψ(p)) + αmdist(s

′′
m,Ψ(p))

≤ (1− αm)H(Ψ(zm),Ψ(p)) + αmH(Ψ(ym),Ψ(p)). (4.11)

As d(p,Ψ(p)) = 0 ≤ 1
2d(τm, p) implies that

H(Ψ(zm),Ψ(p)) ≤ α dist(p,Ψ(zm)) + β dist(zm,Ψ(p)) + (1− α− β)d(zm, p)

≤ α{ dist(p,Ψ(p)) + dist (Ψ(p),Ψ(zm) }
+ (1− α− β) d(zm, p) + β{d(zm, p) + dist (p,Ψ(p))}
≤ α H(Ψ(zm),Ψ(p)) + (1− α)d(zm, p)

≤ d(zm, p). (4.12)

Next, we compute

H(Ψ(ym),Ψ(p)) ≤ α dist (p,Ψ(p)) + β dist (ym.Ψ(p)) + (1− α− β) d(ym, p)

≤ α {dist (p,Ψ(p)) + dist (Ψ(p),Ψ(ym)}
+ (1− α− β) d(ym, p) + β {d(ym, p) + dist (p,Ψ(p))}
≤ α H(Ψ(ym),Ψ(p)) + (1− α)d(ym, p)

≤ d(ym, p). (4.13)

From (4.11), (4.12) and (4.13), we have

d(τm+1, p) ≤ (1− αm) d(zm, p) + αm d(ym, p). (4.14)
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From (4.1), we compute that

d(zm, p) = d((1− βm)τm ⊕ βmsm, p)

≤ (1− βm) d(τm, p) + βm d(sm, p)

≤ (1− βm) d(τm, p) + βm dist (sm, p)

≤ (1− βm) d(τm, p) + βm H(Ψ(τm),Ψ(p)). (4.15)

But

H(Ψ(τm),Ψ(p)) ≤ α dist (p,Ψ(τm))+β dist (τm,Ψ(p)) + (1− α− β)d(τm, p)

≤ α {dist (p,Ψ(p)) + dist (Ψ(p),Ψ(τm)}
+ (1− α− β) d(τm, p) + β {d(τm, p) + dist (p,Ψ(p))}
≤ α H(Ψ(τm),Ψ(p)) + (1− α)d(τm, p)

≤ d(τm, p). (4.16)

From (4.15) and (4.16), we have

d(zm, p) ≤ d(τm, p). (4.17)

Again from (4.1) and (4.17), we have

d(ym, p) = d(s
′
m, p)

≤ dist (s
′
m, p)

≤ d(zm, p)

≤ d(τm, p). (4.18)

From (4.14), (4.17), and (4.18), we get

d(τm+1, p) ≤ d(τm, p). (4.19)

Thus, sequence {d(τm, p)} is decreasing and consequently lim
n→∞

d(τm, p) exists,

for m ≥ 1, complete the proof of (i).
From part (i), we have lim

n→∞
d(τm, p) exists. Suppose lim

n→∞
d(τm, p) = r ≥ 0.

Now from (4.16), we get

lim sup
n→∞

d(sm, p) ≤ lim sup
n→∞

H(Ψ(τm),Ψ(p))

≤ lim sup
n→∞

d(τm, p)

= r. (4.20)
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lim sup
n→∞

d(zm, p) = lim sup
n→∞

{(1− βm) τm ⊕ βm dist (sm, p)}

≤ lim sup
n→∞

(1− βm) d(τm, p) + lim sup
n→∞

βm H(Ψ(τm),Ψ(p))

≤ lim sup
n→∞

d(τm, p)

= r. (4.21)

From equation (4.1), (4.12), and (4.13), we get

d(τm+1, p) = d((1− αm)s
′
m ⊕ αms

′
m, p)

≤ (1− αm)d(s
′
m, p) + αmd(s

′′
m, p)

≤ (1− αm) dist (s
′
m, p) + dist (s

′′
m, p)

≤ (1− αm)H(Ψ(zm),Ψ(p)) + αm H(Ψ(ym),Ψ(p))

≤ (1− αm)d(τm, p) + αmd(zm, p),

it implies that

d(τm+1, p)− d(τm, p)

αm
≤ d(zm, p)− d(τm, p). (4.22)

Because {αm} is a sequence in [p, q], for some p, q ∈ (0, 1) we obtain that

d(τm+1, p)− d(τm, p)

q
≤ d(τm+1, p)− d(τm, p)

αm

≤ d(zm, p)− d(τm, p). (4.23)

Taking lim inf as m→∞, in above inequality, we get

lim inf
n→∞

d(τm+1, p)− d(τm, p)

q
≤ lim inf

n→∞
d(zm, p)− d(τm, p)

≤ lim inf
n→∞

d(zm, p). (4.24)

From (4.21) and (4.24), we get

r = lim
n→∞

d(zm, p)

= lim
n→∞

d((1− βm)τm ⊕ αmsm, p).

Using (4.19), (4.20) and application of Lemma 2.6, we get

lim
n→∞

d(τm, sm) = 0.

Hence, the proof is complete. □
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Now, we present the existence result associated with multivalued generalized
(α, β)-nonexpansive mapping.

Theorem 4.4. Let M and Ψ : M → P (M) be as in Lemma 4.1. Fix τ1 ∈M
such that τ1 ⪯ s1. If {τm} is a sequence given by (4.1) then the condition
∆− limm τm = τ and lim

n→∞
d(τm, sm) = 0 are satisfied then τ ∈ F (Ψ).

Proof. Since ∆− limm τm = τ , Lemma 4.2 implies that τm ⪯ τ for all n ≥ 1.
Utilizing the (α, β)-nonexpansiveness of Ψ and lim

n→∞
d(τm, sm) = 0, we have

z ∈ Ψτ . Further,

lim sup
n→∞

d(z, τm) ≤ lim sup
n→∞

[d(z, sm) + d(sm, τm)]

≤ lim sup
n→∞

d(z, sm)

≤ lim sup
n→∞

dist d(z, sm)

≤ lim sup
n→∞

H(Ψτ,Ψτm)

≤ lim sup
n→∞

d(τ, τm).

Thus, from the uniqueness of the asymptotic center, we have z = τ where z ∈
Ψx. □

Theorem 4.5. Let M and Ψ : M → P (M) be as in Lemma 4.1 with F (Ψ) ̸=
ϕ. Fix τ1 ⪯ s1 ∈ Ψτ1. If {τm} is a sequence given by (4.1) then {τm} is
∆-convergent to an element of F (Ψ).

Proof. It follows from Lemma 4.1 that lim
n→∞

d(τm, p) exists for each p ∈ F (Ψ).

So, {τm} is bounded and lim
n→∞

d(τm, sm) = 0, where sm ∈ Ψ τm.

Denote ρl(τm) =
⋃
Ak({um}) where the union is taken over all subsequence

{um} of {τm}. We now prove that {τm} is ∆-convergent to a fixed point of Ψ.
First we show ρl(τm) ⊂ F (Ψ) and therefore assert that ρl(τm) is singleton. To
show ρl(τm) ⊂ F (Ψ). Let y ∈ ρl(τm). So there exists a subsequence {ym} of
{τm} such that A({ym}) = {y}. As a consequence of Lemma 2.4 and Lemma
2.5, there exists a subsequence {tm} of {ym} so that ∆-limm tm = t and t ∈M.

As lim
n→∞

d(τm, sm) = 0 and {tn} is a subsequence of {τm}, we have that

lim sup
n→∞

d(tm,Ψtm) = 0. By Theorem 4.5, we have t ∈ Ψt and hence t ∈ F (Ψ).
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Now we assert that t = y. Indeed, t ̸= y leads to a contradiction as

lim sup
n→∞

d(tm, t) < lim sup
n→∞

d(tn, y)

≤ lim sup
n→∞

d(ym, y)

≤ lim sup
n→∞

d(ym, t)

= lim sup
n→∞

d(τm, t)

= lim sup
n→∞

d(tm, t),

and hence, t = y ∈ F (Ψ). To show that ρl(τm) is a singleton set, let {ym}
be a subsequence of {τm}. From Lemma 2.4 and Lemma 2.5, there exists
a subsequence {tm} of {ym} such that ∆-limm tm = t. Let A({ym}) =
{y} and A({τm}) = {τ}. As it is already proved that t = y thus it is suf-
ficient to demonstrate that t = τ .

If t ̸= x, then by Lemma 4.3, {d(τm, p)} converges.
By uniqueness of asymptotic centers, we have

lim sup
n→∞

d(tm, t) < lim sup
n→∞

d(tn, y)

≤ lim sup
n→∞

d(ym, τ)

≤ lim sup
n→∞

d(τm, τ)

= lim sup
n→∞

d(τm, t)

= lim sup
n→∞

d(tm, t),

which is a contradiction that t = τ , consequently t = y ∈ F (Ψ). Hence the
conclusion follows. □

In the following, we ascertain the strong convergence result which extends
Theorem 4 in [1] for multivalued generalized (α, β)-nonexpansive mapping in
the setup of ordered CAT(0) space via SR iterative algorithm.

Theorem 4.6. Let M and Ψ : M → P (M) be as in Lemma 4.1 with F (Ψ) ̸=
ϕ. Fix τ1 ⪯ s1 ∈ Ψτ1. If {τm} is a sequence given by (4.1) with

∑∞
m=1 αmβm =

∞, then {τm} converges to a fixed point of Ψ if and only if lim inf
n→∞

d(τm, F (Ψ)) =

0.

Proof. If the sequence {τm} converges to a fixed point p ∈ F (Ψ), then it is
obvious that lim inf

n→∞
d(τm, F (Ψ)) = 0.
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Conversely, suppose that lim inf
n→∞

d(τm, F (Ψ)) = 0. From Lemma 4.3, we

have dist(τm+1, p) ≤ d(τm, p) for any p ∈ F (Ψ). So, dist(τm+1, F (Ψ)) ≤
d(τm, F (Ψ)) and hence {d(τm, F (Ψ)} forms a decreasing sequence that is
bounded below by zero which implies that lim inf

n→∞
d(τm, F (Ψ)) exists.

To show {τm} is a Cauchy sequence in M , choose an arbitrary number, say,
e > 0. As lim inf

n→∞
d(τm, F (Ψ)) = 0, we have lim

n→∞
d(τm, F (Ψ)) = 0. Thus, there

exists m0 such that for all m ≥ m0, we have

d(τm, F (Ψ)) < ϵ
4 .

Specifically,

inf{d(τm0 , p) : p ∈ F (Ψ)} < ϵ
4 .

Thus, there must exists p ∈ F (Ψ) such that d(τm0 , p) <
ϵ
2 . Now for m,n ≥ m0,

we have

d(τm+n, τn) ≤ d(τm+n, p) + d(p, τn)

< 2d(τm0 , p)

< 2
ϵ

2
= ϵ.

SinceM ⊂ X is closed, {τm} is a Cauchy sequence and consequently, converges
in M . Let lim inf

n→∞
τm = g. Note that

dist (g,Ψg) ≤ dist (g, τm) + dist (τm,Ψτm) + dist (Ψτm, g)

≤ d(τm, g) + d(τm, sm) +H(Ψτm,Ψg).

On taking the limit as m→∞, we have g ∈ Ψg. This completes the proof. □

Remark 4.7. (1) For α = β = 0, our theorems extend the results in [2]
to CAT(0) spaces.

(2) For α = β, these results extend the results in [14, 25] to CAT(0) spaces.
(3) Our results extend and improve results in [30] for monotone nonex-

pansive mapping in a CAT(0) spaces.

5. Numerical experiments

Example 5.1. Let M = [0, 2] and Y be a CAT(0) space equipped with the
order ≥ and the standard metric given by d(v, y) = |v − y|. Define Ψ : M →
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P (M) by

Ψ(v) =

{
[0, v2 ], if 0 ≤ v < 1

2 ,

{0}, if 1
2 ≤ v ≤ 1.

Clearly, Ψ is monotone. Indeed, if v ≥ y for v ∈ [12 , 1] and y ∈ [0, 12), then for any
uv ∈ Ψv = {0}, there exists uy = 0 ∈ Ψy such that uv ≥ uy.

Figure 1. Comparison of iteration process for αn =
n

n+1 and βn = 1
n+7

Figure 2. Comparison of iteration process for αn =
1√
n+1

and βn = n
n+3
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Figure 3. Comparison of iteration process for αn =
1

n+1 and βn = 1
n+1

Figure 4. Comparison of iteration process for αn =√
n+1
5n+1 and βn = 1√

2n+5

6. Application to fractional differential equations

Consider the following fractional differential equation [23]:

CDαx(t) = x(t) · [1− x(t)] , 0 < α ≤ 1, (6.1)

where CDα denotes the Caputo fractional derivative of order α.
The equivalent integral equation is:

x(t) = x(0) +
1

Γ(α)

∫ t

0
(t− τ)α−1x(τ) · [1− x(τ)] dτ, (6.2)

where Γ(α) is the Gamma function.
Consider the following integral equation is given by:

Sx(t) = x(0) +
1

Γ(α)

∫ t

0
(t− τ)α−1x(τ) [1− x(τ)] dτ,

where Γ(α) is the Gamma function defined as:
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Γ(α) =

∫ ∞

0
tα−1e−t dt.

The operator S is monotone if for any x1(t) and x2(t) in its domain:

(x1(t)− x2(t))(Sx1(t)− Sx2(t)) ≥ 0.

For the given integral equation, this means showing that:

(x1(t)− x2(t))
(
x1(0)− x2(0)

+
1

Γ(α)

∫ t

0
(t− τ)α−1 [x1(τ) [1− x1(τ)]− x2(τ) [1− x2(τ)]] dτ

)
≥ 0.

The operator S is nonexpansive if for any x1(t) and x2(t) in its domain:

∥Sx1(t)− Sx2(t)∥ ≤ ∥x1(t)− x2(t)∥.
For the integral equation, this requires:

∥Sx1(t)− Sx2(t)∥

=

∥∥∥∥ 1

Γ(α)

∫ t

0
(t− τ)α−1 [x1(τ) [1− x1(τ)]− x2(τ) [1− x2(τ)]] dτ

∥∥∥∥ .
Using the triangle inequality, we get:∥∥∥∥ 1

Γ(α)

∫ t

0
(t− τ)α−1 [x1(τ) [1− x1(τ)]− x2(τ) [1− x2(τ)]] dτ

∥∥∥∥
≤ 1

Γ(α)

∫ t

0
(t− τ)α−1 ∥x1(τ) [1− x1(τ)]− x2(τ) [1− x2(τ)]∥ dτ.

Given that x(τ) [1− x(τ)] is Lipschitz continuous. Consider the function
f(x) = x(1− x). The derivative of f(x) is:

f ′(x) = 1− 2x.

The absolute value of the derivative is:

|f ′(x)| = |1− 2x|.
To find the maximum value of |f ′(x)| for x ∈ [0, 1], we consider the endpoints
and the critical points:

• At x = 0:

|f ′(0)| = |1− 2 · 0| = 1.
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• At x = 1:
|f ′(1)| = |1− 2 · 1| = 1.

• At the critical point where f ′(x) = 0:

1− 2x = 0 =⇒ x =
1

2
.

At x = 1
2 :

|f ′
(
1

2

)
| = |1− 2 · 1

2
| = 0.

Therefore, the maximum value of |f ′(x)| on the interval [0, 1] is 1. Hence,
f(x) = x(1−x) is Lipschitz continuous with Lipschitz constant L = 1. There-
fore, the integral operator S is nonexpansive. Thus, the integral operator S
is monotone and nonexpansive. This implies that S is monotone generalized
(α, β)-nonexpansive mapping. By Theorem 4.6, the sequence {xm} converges
to fixed point p(say). So, the given integral equation (6.2) has a solution.
Therefore, the differential equation (6.1) has a solution.

7. Conclusion

In this paper, we extend the result of Abbas et al. [1] via a new iterative
algorithm for multivalued generalized (α, β)-nonexpansive mapping in ordered
CAT (0) space. Through numerical experiments, we have shown that our it-
erative algorithm is faster than the algorithm discussed in Abbas et al. [1].
Furthermore, we have also presented an application of the result in approxi-
mating the solutions of fractional differential equations.
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F́ısicas Nat. Ser. A Matemáticas, 112 (2018), 373–384.

[30] I. Uddin, J.J. Nieto and J. Ali, One-step iteration scheme for multivalued nonexpansive
mappings in CAT(0) spaces, Mediterr. J. Math., 13 (2016), 1211–1225.


