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#### Abstract

In this paper we consider a certain class of convex functions in Opial-type integral inequalities. Cauchy type mean value theorems are proved and used in studying Stolarsky type means defined by the observed integral inequalities. A method of producing $n$-exponentially convex and exponentially convex functions is applied. Also, some new Opialtype equalities are given involving fractional integrals and fractional derivatives.


## 1. Introduction

We consider a particular class of convex functions in Opial-type integral inequalities from which we construct functionals. Our main object is to give Cauchy type mean value theorems and use them for Stolarsky type means,

[^0]all defined by the observed integral inequalities, and also, to prove the $n$ exponential convexity for the functionals. Also, we produce some new Opialtype inequalities for Riemann-Liouville fractional integrals and three main types of fractional derivatives: Riemann-Liouville, Canavati and Caputo type.

## 2. Preliminaries

We start with following inequality established in 1960 by Opial [13]:
Let $x(t) \in C^{(1)}[0, h]$ be such that $x(0)=x(h)=0$, and $x(t)>0$ in $(0, h)$. Then

$$
\begin{equation*}
\int_{0}^{h}\left|x(t) x^{\prime}(t)\right| d t \leq \frac{h}{4} \int_{0}^{h}\left(x^{\prime}(t)\right)^{2} d t \tag{2.1}
\end{equation*}
$$

where constant $\frac{h}{4}$ is the best possible.
Over the last 50 years, Opial's inequality (2.1) is studied by many mathematicians and extended, generalized in different ways. It is recognized as fundamental result in the theory of differential equations (see the monograph [1]). Following theorems include such generalizations of Opial's inequality given in [2] and for them we need next characterization:

We say that a function $u:[a, b] \longrightarrow \mathbb{R}$ belongs to the class $U_{1}(v, K)$ if it admits the representation

$$
u(x)=\int_{a}^{x} K(x, t) v(t) d t
$$

where $v$ is a continuous function and $K$ is an arbitrary non-negative kernel such that $v(x)>0$ implies $u(x)>0$ for every $x \in[a, b]$. We also assume that all integrals under consideration exist and are finite.

Theorem 2.1. Let $\phi:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi\left(x^{\frac{1}{q}}\right)$ is convex and $\phi(0)=0$. Let $u \in U_{1}(v, K)$ where $\left(\int_{a}^{x}(K(x, t))^{p} d t\right)^{\frac{1}{p}} \leq M$ and $\frac{1}{p}+\frac{1}{q}=1$. Then

$$
\begin{align*}
& \int_{a}^{b}|u(x)|^{1-q} \phi^{\prime}(|u(x)|)|v(x)|^{q} d x \\
& \quad \leq \frac{q}{M^{q}(b-a)} \int_{a}^{b} \phi\left((b-a)^{\frac{1}{q}} M|v(x)|\right) d x . \tag{2.2}
\end{align*}
$$

If the function $\phi\left(x^{\frac{1}{q}}\right)$ is concave, then the reverse inequality holds.

A similar result follows by using another class $U_{2}(v, K)$ of functions $u:[a, b] \longrightarrow \mathbb{R}$ which admits representation

$$
u(x)=\int_{x}^{b} K(x, t) v(t) d t
$$

Theorem 2.2. Let $\phi:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi\left(x^{\frac{1}{q}}\right)$ is convex and $\phi(0)=0$. Let $u \in U_{2}(v, K)$ where

$$
\begin{align*}
& \left(\int_{x}^{b}(K(x, t))^{p} d t\right)^{\frac{1}{p}} \leq N \text { and } \frac{1}{p}+\frac{1}{q}=1 \text {. Then } \\
& \int_{a}^{b}|u(x)|^{1-q} \phi^{\prime}(|u(x)|)|v(x)|^{q} d x \\
& \leq \frac{q}{N^{q}(b-a)} \int_{a}^{b} \phi\left((b-a)^{\frac{1}{q}} N|v(x)|\right) d x . \tag{2.3}
\end{align*}
$$

If the function $\phi\left(x^{\frac{1}{q}}\right)$ is concave, then reverse inequality holds.
This paper is continuation of our work on Opial-type integral inequalities (see $[2,9,10]$ ). In the following section we construct functionals and prove Cauchy type mean value theorems. Next, in Section 3, we prove some new Opial-type equalities for fractional integrals and fractional derivatives as an application of our main results. Improvements of composition identities for the fractional derivatives, given in papers [3, 4, 5], are applied in these results. In Section 4 we produce the $n$-exponentially convex functions by applying an elegant method of exponential convexity. At the end of the paper, we use Cauchy mean value theorems for Stolarsky type means defined by the observed functionals to give the related examples (see Section 5).

Recall, $C^{n}[a, b]$ denotes the space of all functions on $[a, b]$ which have continuous derivatives up to order $n$, and $A C[a, b]$ is the space of all absolutely continuous functions on $[a, b]$. By $A C^{n}[a, b]$ we denote the space of all functions $f \in C^{n-1}[a, b]$ with $f^{(n-1)} \in A C[a, b]$. By $L_{p}[a, b], 1 \leq p<\infty$, we denote the space of all Lebesgue measurable functions $f$ for which $\left|f^{p}\right|$ is Lebesgue integrable on $[a, b]$.

## 3. Main Results

Motivated by the inequalities (2.2) and (2.3), we define next functional:

$$
\begin{align*}
\Psi_{\phi}(u, v)= & \frac{q}{M^{q}(b-a)} \int_{a}^{b} \phi\left((b-a)^{\frac{1}{q}} M|v(x)|\right) d x \\
& -\int_{a}^{b}|u(x)|^{1-q} \phi^{\prime}(|u(x)|)|v(x)|^{q} d x \tag{3.1}
\end{align*}
$$

where functions $\phi, u$ and $v$ are as in Theorem 2.1.
If $\phi\left(x^{\frac{1}{q}}\right)$ is a convex function $(q>1)$, then, by Theorem 2.1, $\Psi_{\phi}(u, v) \geq 0$.
For our results we need following definition given in [15, p.7] and lemma from [9].

Definition 3.1. If $g$ is strictly monotonic, then $f$ is said to be (strictly) convex with respect to $g$ if $f \circ g^{-1}$ is (strictly) convex.

Lemma 3.2. Let $I \subseteq(0, \infty), \phi \in C^{2}(I), g(x)=x^{q}, q>1$ and let

$$
m_{1} \leq \frac{\xi \phi^{\prime \prime}(\xi)-(q-1) \phi^{\prime}(\xi)}{q^{2} \xi^{2 q-1}} \leq M_{1}
$$

for all $\xi \in I$. Then the functions $\phi_{1}, \phi_{2}$ defined as

$$
\begin{align*}
& \phi_{1}(x)=\frac{M_{1} x^{2 q}}{2}-\phi(x),  \tag{3.2}\\
& \phi_{2}(x)=\phi(x)-\frac{m_{1} x^{2 q}}{2} \tag{3.3}
\end{align*}
$$

are convex functions with respect to $g(x)=x^{q}$, that is $\phi_{i}\left(x^{\frac{1}{q}}\right)(i=1,2)$ are convex.

Next two theorems are our main results, and they follow methods used in [9, 10].

Theorem 3.3. Let $\phi:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi\left(x^{\frac{1}{q}}\right)$ is convex and $\phi(0)=0$. Let $u \in U_{1}(v, K)$ where $\left(\int_{a}^{x}(K(x, t))^{p} d t\right)^{\frac{1}{p}} \leq M$ and $\frac{1}{p}+\frac{1}{q}=1$. If $\phi \in C^{2}(I)$, where $I \subseteq(0, \infty)$ is compact interval, then there exists $\xi \in I$ such that the following equality holds

$$
\begin{align*}
\Psi_{\phi}(u, v)= & \frac{\xi \phi^{\prime \prime}(\xi)-(q-1) \phi^{\prime}(\xi)}{2 q \xi^{2 q-1}}\left((b-a) M^{q} \int_{a}^{b}|v(x)|^{2 q} d x\right. \\
& \left.-2 \int_{a}^{b}|u(x)|^{q}|v(x)|^{q} d x\right) . \tag{3.4}
\end{align*}
$$

Proof. Suppose that $\psi(y)$ is bounded and $\min (\psi(y))=m_{1}, \max (\psi(y))=M_{1}$ where

$$
\psi(y)=\frac{y \phi^{\prime \prime}(y)-(q-1) \phi^{\prime}(y)}{q^{2} y^{2 q-1}}
$$

If we apply Theorem 2.1 for $\phi_{1}$ defined by (3.2), then inequality (2.2) becomes

$$
\begin{align*}
& \frac{q}{M^{q}(b-a)} \int_{a}^{b} \phi\left((b-a)^{\frac{1}{q}} M|v(x)|\right) d x-\int_{a}^{b}|u(x)|^{1-q} \phi^{\prime}(|u(x)|)|v(x)|^{q} d x \\
& \leq \frac{q M_{1}}{2}\left((b-a) M^{q} \int_{a}^{b}|v(x)|^{2 q} d x-2 \int_{a}^{b}|u(x)|^{q}|v(x)|^{q} d x\right) \tag{3.5}
\end{align*}
$$

Similarly, if we apply Theorem 2.1 for $\phi_{2}$ defined by (3.3), then inequality (2.2) becomes

$$
\begin{align*}
& \frac{q}{M^{q}(b-a)} \int_{a}^{b} \phi\left((b-a)^{\frac{1}{q}} M|v(x)|\right) d x-\int_{a}^{b}|u(x)|^{1-q} \phi^{\prime}(|u(x)|)|v(x)|^{q} d x \\
& \geq \frac{q m_{1}}{2}\left((b-a) M^{q} \int_{a}^{b}|v(x)|^{2 q} d x-2 \int_{a}^{b}|u(x)|^{q}|v(x)|^{q} d x\right) \tag{3.6}
\end{align*}
$$

By combining the above two inequalities with the fact

$$
m_{1} \leq \frac{y \phi^{\prime \prime}(y)-(q-1) \phi^{\prime}(y)}{q^{2} y^{2 q-1}} \leq M_{1}
$$

there exists $\xi \in I$ such that (3.4) follows.
Theorem 3.4. Let $\phi_{1}, \phi_{2}:[0, \infty) \longrightarrow \mathbb{R}$ be differentiable functions such that for $q>1$ the function $\phi_{i}\left(x^{\frac{1}{q}}\right)$ is convex and $\phi_{i}(0)=0, i=1,2$. Let $u \in$ $U_{1}(v, K)$ where $\left(\int_{a}^{x}(K(x, t))^{p} d t\right)^{\frac{1}{p}} \leq M$ and $\frac{1}{p}+\frac{1}{q}=1$. If $\phi_{1}, \phi_{2} \in C^{2}(I)$, where $I \subseteq(0, \infty)$ is compact interval and

$$
(b-a) M^{q} \int_{a}^{b}|v(x)|^{2 q} d x-2 \int_{a}^{b}|u(x)|^{q}|v(x)|^{q} d x \neq 0
$$

then there exists an $\xi \in I$ such that we have

$$
\begin{equation*}
\frac{\Psi_{\phi_{1}}(u, v)}{\Psi_{\phi_{2}}(u, v)}=\frac{\xi \phi_{1}^{\prime \prime}(\xi)-(q-1) \phi_{1}^{\prime}(\xi)}{\xi \phi_{2}^{\prime \prime}(\xi)-(q-1) \phi_{2}^{\prime}(\xi)} \tag{3.7}
\end{equation*}
$$

provided the denominators are not equal to zero.
Proof. Let us consider $h \in C^{2}(I)$ defined by

$$
h=\Psi_{\phi_{2}}(u, v) \phi_{1}-\Psi_{\phi_{1}}(u, v) \phi_{2} .
$$

For this function, (3.1) gives us $\Psi_{h}(u, v)=0$. By Theorem 3.3 used on $h$ follows that there exists $\xi \in I$ such that

$$
\begin{gathered}
\Psi_{\phi_{2}}(u, v) \frac{\xi \phi_{1}^{\prime \prime}(\xi)-(q-1) \phi_{1}^{\prime}(\xi)}{2 q \xi^{2 q-1}}-\Psi_{\phi_{1}}(u, v) \frac{\xi \phi_{2}^{\prime \prime}(\xi)-(q-1) \phi_{2}^{\prime}(\xi)}{2 q \xi^{2 q-1}} \\
\cdot\left((b-a) M^{q} \int_{a}^{b}|v(x)|^{2 q} d x-2 \int_{a}^{b}|u(x)|^{q}|v(x)|^{q} d x\right)=0
\end{gathered}
$$

From this we get (3.7).

Remark 3.5. By considering nonnegative difference of inequality given in Theorem 2.2, similar results can be done analogously (for details see [10]).

## 4. Opial-Type equalities for fractional integrals and FRACTIONAL DERIVATIVES

Here we give applications of our main results for fractional integrals and fractional derivatives. We observe Riemann-Liouville fractional integrals and three main types of fractional derivatives: Riemann-Liouville, Canavati and Caputo type. For more details on the fractional calculus see the monograph [12].

Let $[a, b],-\infty<a<b<\infty$, be a finite interval on the real axis $\mathbb{R}$. For $f \in$ $L_{1}[a, b]$ the left-sided and right-sided Riemann-Liouville fractional integrals of order $\alpha>0$ are defined by

$$
\begin{aligned}
J_{a+}^{\alpha} f(x) & =\frac{1}{\Gamma(\alpha)} \int_{a}^{x}(x-t)^{\alpha-1} f(t) d t, \quad x>a \\
J_{b-}^{\alpha} f(x) & =\frac{1}{\Gamma(\alpha)} \int_{x}^{b}(t-x)^{\alpha-1} f(t) d t, \quad x<b
\end{aligned}
$$

Here $\Gamma$ is the gamma function $\Gamma(\alpha)=\int_{0}^{\infty} e^{-t} t^{\alpha-1} d t$.
Theorem 4.1. Let $\phi:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi\left(x^{\frac{1}{q}}\right)$ is convex and $\phi(0)=0$. Further, let $\phi \in C^{2}(I)$, where $I \subseteq \mathbb{R}_{+}$is a compact interval. Let $\frac{1}{p}+\frac{1}{q}=1, \alpha>\frac{1}{q}$ and $v \in L_{1}[a, b]$. Then there exists $\xi \in I$ such that the following equality holds

$$
\begin{align*}
\Psi_{\phi}\left(J_{a+}^{\alpha} v, v\right)= & \frac{\xi \phi^{\prime \prime}(\xi)-(q-1) \phi^{\prime}(\xi)}{2 q \xi^{2 q-1}}\left[\frac{(b-a)^{q \alpha}}{\Gamma^{q}(\alpha)\left[p\left(\alpha-\frac{1}{q}\right)\right]^{\frac{q}{p}}} \int_{a}^{b}|v(x)|^{2 q} d x\right. \\
& \left.-2 \int_{a}^{b}\left|J_{a+}^{\alpha} v(x)\right|^{q}|v(x)|^{q} d x\right] . \tag{4.1}
\end{align*}
$$

Proof. We follow the same idea as in [9, Theorem 6] and [2, Theorem 3.1]. For $x \in[a, b]$ let

$$
\begin{gather*}
K(x, t)= \begin{cases}\frac{1}{\Gamma(\alpha)}(x-t)^{\alpha-1}, & a \leq t \leq x \\
0, & x<t \leq b\end{cases} \\
u(x)=J_{a+}^{\alpha} v(x)=\frac{1}{\Gamma(\alpha)} \int_{a}^{x}(x-t)^{\alpha-1} v(t) d t, \tag{4.2}
\end{gather*}
$$

$$
P(x)=\left(\int_{a}^{x}(K(x, t))^{p} d t\right)^{\frac{1}{p}}=\frac{(x-a)^{\alpha-\frac{1}{q}}}{\Gamma(\alpha)\left[p\left(\alpha-\frac{1}{q}\right)\right]^{\frac{1}{p}}}
$$

It is easy to see that for $\alpha>\frac{1}{q}$ the function $P$ is increasing on $[a, b]$, thus

$$
\max _{x \in[a, b]} P(x)=\frac{(b-a)^{\alpha-\frac{1}{q}}}{\Gamma(\alpha) p^{\frac{1}{p}}\left(\alpha-\frac{1}{q}\right)^{\frac{1}{p}}}=M
$$

Hence $\left(\int_{a}^{x} K(x, t)^{p} d t\right)^{\frac{1}{p}} \leq M$, which with the function $u$ defined by (4.2) and Theorem 3.3 gives us (4.1).

Theorem 4.2. Let $\phi_{1}, \phi_{2}:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi_{i}\left(x^{\frac{1}{q}}\right)$ is convex and $\phi_{i}(0)=0, i=1,2$. Further, let $\phi_{1}, \phi_{2} \in C^{2}(I)$, where $I \subseteq \mathbb{R}_{+}$is a compact interval. Let $\frac{1}{p}+\frac{1}{q}=1, \alpha>\frac{1}{q}$ and $v \in L_{1}[a, b]$. Then there exists $\xi \in I$ such that the following equality holds

$$
\frac{\Psi_{\phi_{1}}\left(J_{a+}^{\alpha} v, v\right)}{\Psi_{\phi_{2}}\left(J_{a+}^{\alpha} v, v\right)}=\frac{\xi \phi_{1}^{\prime \prime}(\xi)-(q-1) \phi_{1}^{\prime}(\xi)}{\xi \phi_{2}^{\prime \prime}(\xi)-(q-1) \phi_{2}^{\prime}(\xi)},
$$

provided that denominators are not equal to zero.
Proof. It follows directly for the function $u$ defined by (4.2) and Theorem 3.4.

Using Theorems 2.2, 3.3 and 3.4, analogous results follows for the right-sided Riemann-Liouville fractional integrals. The proofs are similar and omitted.

Theorem 4.3. Let $\phi:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi\left(x^{\frac{1}{q}}\right)$ is convex and $\phi(0)=0$. Further, let $\phi \in C^{2}(I)$, where $I \subseteq \mathbb{R}_{+}$is a compact interval. Let $\frac{1}{p}+\frac{1}{q}=1, \alpha>\frac{1}{q}$ and $v \in L_{1}[a, b]$. Then there exists $\xi \in I$ such that the following equality holds

$$
\begin{align*}
\Psi_{\phi}\left(J_{b-}^{\alpha} v, v\right)= & \frac{\xi \phi^{\prime \prime}(\xi)-(q-1) \phi^{\prime}(\xi)}{2 q \xi^{2 q-1}}\left[\frac{(b-a)^{q \alpha}}{\Gamma^{q}(\alpha)\left[p\left(\alpha-\frac{1}{q}\right]^{\frac{q}{p}}\right.} \int_{a}^{b}|v(x)|^{2 q} d x\right. \\
& \left.-2 \int_{a}^{b}\left|J_{b-}^{\alpha} v(x)\right|^{q}|v(x)|^{q} d x\right] \tag{4.3}
\end{align*}
$$

Theorem 4.4. Let $\phi_{1}, \phi_{2}:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi_{i}\left(x^{\frac{1}{q}}\right)$ is convex and $\phi_{i}(0)=0, i=1,2$. Further, let
$\phi_{1}, \phi_{2} \in C^{2}(I)$, where $I \subseteq \mathbb{R}_{+}$is a compact interval. Let $\frac{1}{p}+\frac{1}{q}=1, \alpha>\frac{1}{q}$ and $v \in L_{1}[a, b]$. Then there exists $\xi \in I$ such that the following equality holds

$$
\frac{\Psi_{\phi_{1}}\left(J_{b-}^{\alpha} v, v\right)}{\Psi_{\phi_{2}}\left(J_{b-}^{\alpha} v, v\right)}=\frac{\xi \phi_{1}^{\prime \prime}(\xi)-(q-1) \phi_{1}^{\prime}(\xi)}{\xi \phi_{2}^{\prime \prime}(\xi)-(q-1) \phi_{2}^{\prime}(\xi)},
$$

provided that denominators are not equal to zero.
Next, we observe the Caputo fractional derivatives (for details see [12, Section 2.4]): for $\alpha \geq 0$ define $n$ as

$$
\begin{equation*}
n=[\alpha]+1, \text { for } \alpha \notin \mathbb{N}_{0} ; \quad n=[\alpha], \text { for } \alpha \in \mathbb{N}_{0}, \tag{4.4}
\end{equation*}
$$

where [ $[\cdot]$ is the integral part. For $f \in A C^{n}[a, b]$ the left-sided and right-sided Caputo fractional derivatives of order $\alpha$ are defined by

$$
\begin{gathered}
{ }^{C} D_{a+}^{\alpha} f(x)=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{x}(x-t)^{n-\alpha-1} f^{(n)}(t) d t=J_{a+}^{n-\alpha} f^{(n)}(x), \\
{ }^{C} D_{b-}^{\alpha} f(x)=\frac{(-1)^{n}}{\Gamma(n-\alpha)} \int_{x}^{b}(t-x)^{n-\alpha-1} f^{(n)}(t) d t=(-1)^{n} J_{b-}^{n-\alpha} f^{(n)}(x) .
\end{gathered}
$$

Theorem 4.5. Let $\phi:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi\left(x^{\frac{1}{q}}\right)$ is convex and $\phi(0)=0$. Further, let $\phi \in C^{2}(I)$, where $I \subseteq \mathbb{R}_{+}$is a compact interval. Let $\alpha \geq 0$, $n$ given by (4.4) and $v \in A C^{n}[a, b]$. If $n-\alpha>\frac{1}{q}$ and $\frac{1}{p}+\frac{1}{q}=1$, then there exists $\xi \in I$ such that the following equality holds

$$
\begin{align*}
& \Psi_{\phi}\left({ }^{C} D_{a+}^{\alpha} v, v^{(n)}\right) \\
= & \frac{\xi \phi^{\prime \prime}(\xi)-(q-1) \phi^{\prime}(\xi)}{2 q \xi^{2 q-1}}\left[\frac{(b-a)^{q(n-\alpha)}}{\Gamma^{q}(n-\alpha)\left[p\left(n-\alpha-\frac{1}{q}\right)\right.}\right]^{\frac{q}{p}} \int_{a}^{b}\left|v^{(n)}(x)\right|^{2 q} d x \\
& \left.-2 \int_{a}^{b}\left|{ }^{C} D_{a+}^{\alpha} v(x)\right|^{q}\left|v^{(n)}(x)\right|^{q} d x\right] . \tag{4.5}
\end{align*}
$$

Proof. For $x \in[a, b]$, let

$$
\begin{gather*}
K(x, t)= \begin{cases}\frac{1}{\Gamma(n-\alpha)}(x-t)^{n-\alpha-1}, & a \leq t \leq x ; \\
0, & x<t \leq b,\end{cases} \\
u(x)={ }^{C} D_{a+}^{\alpha} v(x)=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{x}(x-t)^{n-\alpha-1} v^{(n)}(t) d t,  \tag{4.6}\\
Q(x)=\left(\int_{a}^{x}(K(x, t))^{p} d t\right)^{\frac{1}{p}}=\frac{(x-a)^{n-\alpha-\frac{1}{q}}}{\Gamma(n-\alpha)\left[p\left(n-\alpha-\frac{1}{q}\right)\right]^{\frac{1}{p}}} .
\end{gather*}
$$

For $n-\alpha>\frac{1}{q}$ the function $Q$ is increasing on $[a, b]$, thus

$$
\max _{x \in[a, b]} Q(x)=\frac{(b-a)^{n-\alpha-\frac{1}{q}}}{\Gamma(n-\alpha) p^{\frac{1}{p}}\left(n-\alpha-\frac{1}{q}\right)^{\frac{1}{p}}}=M
$$

Hence $\left(\int_{a}^{x} K(x, t)^{p} d t\right)^{\frac{1}{p}} \leq M$, which with $v=v^{(n)}, u$ as in (4.6) and Theorem 3.3 gives us (4.5).

Theorem 4.6. Let $\phi_{1}, \phi_{2}:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi_{i}\left(x^{\frac{1}{q}}\right)$ is convex and $\phi_{i}(0)=0, i=1,2$. Further, let $\phi_{1}, \phi_{2} \in C^{2}(I)$, where $I \subseteq \mathbb{R}_{+}$is a compact interval. Let $\alpha \geq 0, n$ given by (4.4) and $v \in A C^{n}[a, b]$. If $n-\alpha>\frac{1}{q}$ and $\frac{1}{p}+\frac{1}{q}=1$, then there exists $\xi \in I$ such that the following equality holds

$$
\frac{\Psi_{\phi_{1}}\left({ }^{C} D_{a+}^{\alpha} v, v^{(n)}\right)}{\Psi_{\phi_{2}}\left({ }^{C} D_{a+}^{\alpha} v, v^{(n)}\right)}=\frac{\xi \phi_{1}^{\prime \prime}(\xi)-(q-1) \phi_{1}^{\prime}(\xi)}{\xi \phi_{2}^{\prime \prime}(\xi)-(q-1) \phi_{2}^{\prime}(\xi)},
$$

provided that denominators are not equal to zero.
Proof. It follows directly for the function $u$ defined by (4.6) and Theorem 3.4.

The proofs for the equalities involving the right-sided Caputo fractional derivatives are similar and omitted.

Theorem 4.7. Let $\phi:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi\left(x^{\frac{1}{q}}\right)$ is convex and $\phi(0)=0$. Further, let $\phi \in C^{2}(I)$, where $I \subseteq \mathbb{R}_{+}$is a compact interval. Let $\alpha \geq 0$, $n$ given by (4.4) and $v \in A C^{n}[a, b]$. If $n-\alpha>\frac{1}{q}$ and $\frac{1}{p}+\frac{1}{q}=1$, then there exists $\xi \in I$ such that the following equality holds

$$
\begin{align*}
& \Psi_{\phi}\left({ }^{C} D_{b-}^{\alpha} v, v^{(n)}\right) \\
& =\frac{\xi \phi^{\prime \prime}(\xi)-(q-1) \phi^{\prime}(\xi)}{2 q \xi^{2 q-1}}\left[\frac{(b-a)^{q(n-\alpha)}}{\Gamma^{q}(n-\alpha)\left[p\left(n-\alpha-\frac{1}{q}\right)\right]^{\frac{q}{p}}} \int_{a}^{b}\left|v^{(n)}(x)\right|^{2 q} d x\right. \\
& \left.-2 \int_{a}^{b}\left|{ }^{C} D_{b-v}^{\alpha} v(x)\right|^{q}\left|v^{(n)}(x)\right|^{q} d x\right] . \tag{4.7}
\end{align*}
$$

Theorem 4.8. Let $\phi_{1}, \phi_{2}:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi_{i}\left(x^{\frac{1}{q}}\right)$ is convex and $\phi_{i}(0)=0, i=1,2$. Further, let $\phi_{1}, \phi_{2} \in C^{2}(I)$, where $I \subseteq \mathbb{R}_{+}$is a compact interval. Let $\alpha \geq 0, n$ given by
(4.4) and $v \in A C^{n}[a, b]$. If $n-\alpha>\frac{1}{q}$ and $\frac{1}{p}+\frac{1}{q}=1$, then there exists $\xi \in I$ such that the following equality holds

$$
\frac{\Psi_{\phi_{1}}\left({ }^{C} D_{b-}^{\alpha} v, v^{(n)}\right)}{\Psi_{\phi_{2}}\left(D_{b-}^{\alpha} v, v^{(n)}\right)}=\frac{\xi \phi_{1}^{\prime \prime}(\xi)-(q-1) \phi_{1}^{\prime}(\xi)}{\xi \phi_{2}^{\prime \prime}(\xi)-(q-1) \phi_{2}^{\prime}(\xi)},
$$

provided that denominators are not equal to zero.
We continue with extensions that require the composition identity for the left-sided Caputo fractional derivatives, given in [5]:

Lemma 4.9. Let $\beta>\alpha \geq 0, m$ and $n$ given by (4.4) for $\beta$ and $\alpha$ respectively. Let $f \in A C^{m}[a, b]$ be such that $f^{(i)}(a)=0$ for $i=n, n+1, \ldots, m-1$. Let ${ }^{C} D_{a+}^{\beta} f,{ }^{C} D_{a+}^{\alpha} f \in L_{1}[a, b]$. Then

$$
{ }^{C} D_{a+}^{\alpha} f(x)=\frac{1}{\Gamma(\beta-\alpha)} \int_{a}^{x}(x-t)^{\beta-\alpha-1} C^{C} D_{a+}^{\beta} f(t) d t, \quad x \in[a, b] .
$$

Theorem 4.10. Let $\phi:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi\left(x^{\frac{1}{q}}\right)$ is convex and $\phi(0)=0$. Further, let $\phi \in C^{2}(I)$, where $I \subseteq \mathbb{R}_{+}$is a compact interval. Let $\frac{1}{p}+\frac{1}{q}=1, \beta-\alpha>\frac{1}{q}, \alpha \geq 0, m$ and $n$ given by (4.4) for $\beta$ and $\alpha$ respectively. Let $v \in A C^{m}[a, b]$ be such that $v^{(i)}(a)=0$ for $i=n, n+1, \ldots, m-1$. Let ${ }^{C} D_{a+}^{\beta} v \in L_{q}[a, b]$ and ${ }^{C} D_{a+}^{\alpha} v \in L_{1}[a, b]$. Then there exists $\xi \in I$ such that the following equality holds

$$
\begin{align*}
& \Psi_{\phi}\left({ }^{C} D_{a+}^{\beta} v,{ }^{C} D_{a+}^{\alpha} v\right) \\
& =\frac{\xi \phi^{\prime \prime}(\xi)-(q-1) \phi^{\prime}(\xi)}{2 q \xi^{2 q-1}}\left[\frac{(b-a)^{q(\beta-\alpha)}}{\Gamma^{q}(\beta-\alpha)\left[p\left(\beta-\alpha-\frac{1}{q}\right)\right]^{\frac{q}{p}}} \int_{a}^{b}\left|{ }^{C} D_{a+}^{\alpha} v(x)\right|^{2 q} d x\right. \\
& \left.\quad-\left.\left.2 \int_{a}^{b}\left|{ }^{C} D_{a+}^{\beta} v(x)\right|^{q}\right|^{C} D_{a+}^{\alpha} v(x)\right|^{q} d x\right] . \tag{4.8}
\end{align*}
$$

Proof. For $x \in[a, b]$, let

$$
\begin{gather*}
K(x, t)= \begin{cases}\frac{1}{\Gamma(\beta-\alpha)}(x-t)^{\beta-\alpha-1}, & a \leq t \leq x ; \\
0, & x<t \leq b,\end{cases} \\
u(x)={ }^{C} D_{a+}^{\alpha} v(x)=\frac{1}{\Gamma(\beta-\alpha)} \int_{a}^{x}(x-t)^{\beta-\alpha-1} C_{a+}^{\beta} v(t) d t,  \tag{4.9}\\
R(x)=\left(\int_{a}^{x}(K(x, t))^{p} d t\right)^{\frac{1}{p}}=\frac{(x-a)^{\beta-\alpha-\frac{1}{q}}}{\Gamma(\beta-\alpha)\left[p\left(\beta-\alpha-\frac{1}{q}\right)\right]^{\frac{1}{p}}} .
\end{gather*}
$$

For $\beta-\alpha>\frac{1}{q}$ the function $R$ is increasing on $[a, b]$, thus

$$
\max _{x \in[a, b]} R(x)=\frac{(b-a)^{\beta-\alpha-\frac{1}{q}}}{\Gamma(\beta-\alpha) p^{\frac{1}{p}}\left(\beta-\alpha-\frac{1}{q}\right)^{\frac{1}{p}}}=M .
$$

Hence $\left(\int_{a}^{x} K(x, t)^{p} d t\right)^{\frac{1}{p}} \leq M$, which with $v={ }^{C} D_{a+}^{\beta} v, u$ as in (4.9) and Theorem 3.3 gives us (4.8).

Theorem 4.11. Let $\phi_{1}, \phi_{2}:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi_{i}\left(x^{\frac{1}{q}}\right)$ is convex and $\phi_{i}(0)=0, i=1,2$. Further, let $\phi_{1}, \phi_{2} \in C^{2}(I)$, where $I \subseteq \mathbb{R}_{+}$is a compact interval. Let $\frac{1}{p}+\frac{1}{q}=1, \beta-\alpha>\frac{1}{q}$, $\alpha \geq 0, m$ and $n$ given by (4.4) for $\beta$ and $\alpha$ respectively. Let $v \in A C^{m}[a, b]$ be such that $v^{(i)}(a)=0$ for $i=n, n+1, \ldots, m-1$. Let ${ }^{C} D_{a+}^{\beta} v \in L_{q}[a, b]$ and ${ }^{C} D_{a+}^{\alpha} v \in L_{1}[a, b]$. Then there exists $\xi \in I$ such that the following equality holds

$$
\frac{\Psi_{\phi_{1}}\left({ }^{C} D_{a+}^{\beta} v,{ }^{C} D_{a+}^{\alpha} v\right)}{\Psi_{\phi_{2}}\left({ }^{C} D_{a+}^{\beta} v,{ }^{C} D_{a+}^{\alpha} v\right)}=\frac{\xi \phi_{1}^{\prime \prime}(\xi)-(q-1) \phi_{1}^{\prime}(\xi)}{\xi \phi_{2}^{\prime \prime}(\xi)-(q-1) \phi_{2}^{\prime}(\xi)},
$$

provided that denominators are not equal to zero.
Proof. It follows directly for $v={ }^{C} D_{a+}^{\beta} v, u$ defined by (4.9) and Theorem 3.4.

Remark 4.12. Using Theorem 2.2, 3.3, 3.4 and composition identities for the right-sided Caputo fractional derivatives given in [5, Theorem 2.2], similar results can be stated and proved for the right-sided Caputo fractional derivatives (for details see $[2,10]$ ).

Results given for the Caputo fractional derivatives can be analogously done for two other types of fractional derivative that we observe: Canavati type and Riemann-Liouville type. Here, as an example equality for each type of fractional derivatives, we give equality analogous to the (4.8) obtain with composition identity, for the left-sided fractional derivatives. Proofs are omitted.

For more details on the Canavati fractional derivatives(see [7]): we consider subspace $C_{a+}^{\alpha}[a, b]$ defined by

$$
C_{a+}^{\alpha}[a, b]=\left\{f \in C^{n-1}[a, b]: J_{a+}^{n-\alpha} f^{(n-1)} \in C^{1}[a, b]\right\} .
$$

For $f \in C_{a+}^{\alpha}[a, b]$ the left-sided Canavati fractional derivative of order $\alpha$ is defined by

$$
\bar{C}_{D_{a+}^{\alpha}}^{\alpha} f(x)=\frac{1}{\Gamma(n-\alpha)} \frac{d}{d x} \int_{a}^{x}(x-t)^{n-\alpha-1} f^{(n-1)}(t) d t=\frac{d}{d x} J_{a+}^{n-\alpha} f^{(n-1)}(x) .
$$

The composition identity for the left-sided Canavati fractional derivatives is given in [3]:

Lemma 4.13. Let $\beta>\alpha>0, m=[\beta]+1, n=[\alpha]+1$. Let $f \in C_{a+}^{\beta}[a, b]$ be such that $f^{(i)}(a)=0$ for $i=n-1, n, \ldots, m-2$. Then $f \in C_{a+}^{\alpha}[a, b]$ and

$$
\bar{C}_{D_{a+}^{\alpha}} f(x)=\frac{1}{\Gamma(\beta-\alpha)} \int_{a}^{x}(x-t)^{\beta-\alpha-1} \bar{C}_{a+}^{\beta} f(t) d t, x \in[a, b] .
$$

Theorem 4.14. Let $\phi:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi\left(x^{\frac{1}{q}}\right)$ is convex and $\phi(0)=0$. Further, let $\phi \in C^{2}(I)$, where $I \subseteq \mathbb{R}_{+}$is a compact interval. Let $\frac{1}{p}+\frac{1}{q}=1, \beta-\alpha>\frac{1}{q}, \alpha \geq 0$, $m=[\beta]+1$ and $n=[\alpha]+1$. Let $v \in C_{\alpha+}^{\beta}[a, b]$ be such that $v^{(i)}(a)=0$ for $i=n-1, n, \ldots, m-2$. Let ${ }^{C} D_{a+}^{\beta} v \in L_{q}[a, b]$. Then there exists $\xi \in I$ such that the following equality holds

$$
\begin{aligned}
& \Psi_{\phi}\left({ }^{\bar{C}} D_{a+}^{\beta} v,{ }^{\bar{C}} D_{a+}^{\alpha} v\right) \\
& =\frac{\xi \phi^{\prime \prime}(\xi)-(q-1) \phi^{\prime}(\xi)}{2 q \xi^{2 q-1}}\left[\frac{(b-a)^{q(\beta-\alpha)}}{\Gamma^{q}(\beta-\alpha)\left[p\left(\beta-\alpha-\frac{1}{q}\right)\right]^{\frac{q}{p}}} \int_{a}^{b}\left|{ }^{\bar{C}} D_{a+}^{\beta} v(x)\right|^{2 q} d x\right. \\
& \left.\quad-2 \int_{a}^{b}\left|{ }^{\bar{C}} D_{a+}^{\alpha} v(x)\right|^{q}\left|{ }^{\bar{C}} D_{a+}^{\beta} v(x)\right|^{q} d x\right] .
\end{aligned}
$$

For more details on Riemann-Liouville fractional derivatives(see [12, Section 2.1]): for $f:[a, b] \rightarrow \mathbb{R}$ the left-sided Riemann-Liouville fractional derivative of order $\alpha$ is defined by

$$
D_{a+}^{\alpha} f(x)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d x^{n}} \int_{a}^{x}(x-t)^{n-\alpha-1} f(t) d t=\frac{d^{n}}{d x^{n}} J_{a+}^{n-\alpha} f(x) .
$$

The following lemma summarizes conditions in the composition identity for the left-sided Riemann-Liouville fractional derivatives (for details see [4]):

Lemma 4.15. Let $\beta>\alpha \geq 0, m=[\beta]+1, n=[\alpha]+1$. The composition identity

$$
\begin{equation*}
D_{a+}^{\alpha} f(x)=\frac{1}{\Gamma(\beta-\alpha)} \int_{a}^{x}(x-t)^{\beta-\alpha-1} D_{a+}^{\beta} f(t) d t, \quad x \in[a, b], \tag{4.10}
\end{equation*}
$$

is valid if one of the following conditions hold:
(i) $f \in J_{a+}^{\beta}\left(L_{1}[a, b]\right)=\left\{f: f=J_{a+}^{\beta} \varphi, \varphi \in L_{1}[a, b]\right\}$.
(ii) $J_{a+}^{m-\beta} f \in A C^{m}[a, b]$ and $D_{a+}^{\beta-k} f(a)=0$ for $k=1, \ldots m$.
(iii) $D_{a+}^{\beta-1} f \in A C[a, b], D_{a+}^{\beta-k} f \in C[a, b]$ and $D_{a+}^{\beta-k} f(a)=0$ for $k=$ $1, \ldots m$.
(iv) $f \in A C^{m}[a, b], D_{a+}^{\beta} f, D_{a+}^{\alpha} f \in L_{1}[a, b], \beta-\alpha \notin \mathbb{N}, D_{a+}^{\beta-k} f(a)=0$ for $k=1, \ldots, m$ and $D_{a+}^{\alpha-k} f(a)=0$ for $k=1, \ldots, n$.
(v) $f \in A C^{m}[a, b], D_{a+}^{\beta} f, D_{a+}^{\alpha} f \in L_{1}[a, b], \beta-\alpha=l \in \mathbb{N}, D_{a+}^{\beta-k} f(a)=0$ for $k=1, \ldots, l$.
(vi) $f \in A C^{m}[a, b], D_{a+}^{\beta} f, D_{a+}^{\alpha} f \in L_{1}[a, b]$ and $f^{(k)}(a)=0$ for $k=$ $0, \ldots, m-2$.
(vii) $f \in A C^{m}[a, b], D_{a+}^{\beta} f, D_{a+}^{\alpha} f \in L_{1}[a, b], \beta \notin \mathbb{N}$ and $D_{a+}^{\beta-1} f$ is bounded in a neighborhood of $m=a$.

Theorem 4.16. Let $\phi:[0, \infty) \longrightarrow \mathbb{R}$ be a differentiable function such that for $q>1$ the function $\phi\left(x^{\frac{1}{q}}\right)$ is convex and $\phi(0)=0$. Further, let $\phi \in C^{2}(I)$, where $I \subseteq \mathbb{R}_{+}$is a compact interval. Let $\frac{1}{p}+\frac{1}{q}=1, \beta-\alpha>\frac{1}{q}, \alpha \geq 0$. Suppose that one of conditions in (i) - (vii) in Lemma 4.15 holds for $\{\beta, \alpha, v\}$ and let ${ }^{C} D_{a+}^{\beta} v \in L_{q}[a, b]$. Then there exists $\xi \in I$ such that the following equality holds

$$
\begin{aligned}
& \Psi_{\phi}\left(D_{a+}^{\beta} v, D_{a+}^{\alpha} v\right) \\
& =\frac{\xi \phi^{\prime \prime}(\xi)-(q-1) \phi^{\prime}(\xi)}{2 q \xi^{2 q-1}}\left[\frac{(b-a)^{q(\beta-\alpha)}}{\Gamma^{q}(\beta-\alpha)\left[p\left(\beta-\alpha-\frac{1}{q}\right)\right]^{\frac{q}{p}}} \int_{a}^{b}\left|D_{a+}^{\beta} v(x)\right|^{2 q} d x\right. \\
& \left.\quad-2 \int_{a}^{b}\left|D_{a+}^{\alpha} v(x)\right|^{q}\left|D_{a+}^{\beta} v(x)\right|^{q} d x\right] .
\end{aligned}
$$

## 5. Exponential convexity method

Following definitions and properties of exponentially convex functions comes from [11], also [6], [14].

Let $I$ be an interval in $\mathbb{R}$.
Definition 5.1. A function $\psi: I \rightarrow \mathbb{R}$ is $n$-exponentially convex in the Jensen sense on $I$ if

$$
\sum_{i, j=1}^{n} \xi_{i} \xi_{j} \psi\left(\frac{x_{i}+x_{j}}{2}\right) \geq 0
$$

holds for all choices $\xi_{i} \in \mathbb{R}$ and $x_{i} \in I, i=1, \ldots, n$.
A function $\psi: I \rightarrow \mathbb{R}$ is $n$-exponentially convex if it is $n$-exponentially convex in the Jensen sense and continuous on $I$.

Remark 5.2. It is clear from the definition that 1-exponentially convex functions in the Jensen sense are in fact nonnegative functions. Also, $n$-exponentially convex functions in the Jensen sense are $k$-exponentially convex in the Jensen sense for every $k \in \mathbb{N}, k \leq n$.

By definition of positive semi-definite matrices and some basic linear algebra we have the following proposition.

Proposition 5.3. If $\psi$ is an n-exponentially convex in the Jensen sense, then the matrix $\left[\psi\left(\frac{x_{i}+x_{j}}{2}\right)\right]_{i, j=1}^{k}$ is a positive semi-definite matrix for all $k \in$ $\mathbb{N}, k \leq n$. Particularly, $\operatorname{det}\left[\psi\left(\frac{x_{i}+x_{j}}{2}\right)\right]_{i, j=1}^{k} \geq 0$ for all $k \in \mathbb{N}, k \leq n$.

Definition 5.4. A function $\psi: I \rightarrow \mathbb{R}$ is exponentially convex in the Jensen sense on $I$ if it is $n$-exponentially convex in the Jensen sense for all $n \in \mathbb{N}$.

A function $\psi: I \rightarrow \mathbb{R}$ is exponentially convex if it is exponentially convex in the Jensen sense and continuous.

Remark 5.5. It is known (and easy to show) that $\psi: I \rightarrow(0, \infty)$ is log-convex in the Jensen sense if and only if

$$
\alpha^{2} \psi(x)+2 \alpha \beta \psi\left(\frac{x+y}{2}\right)+\beta^{2} \psi(y) \geq 0
$$

holds for every $\alpha, \beta \in \mathbb{R}$ and $x, y \in I$. It follows that a function is log-convex in the Jensen sense if and only if it is 2-exponentially convex in the Jensen sense.

Also, using basic convexity theory it follows that a function is log-convex if and only if it is 2-exponentially convex.

We will also need following results (see for example [15]).
Proposition 5.6. If $x_{1}, x_{2}, x_{3} \in I$ are such that $x_{1}<x_{2}<x_{3}$, then the function $f: I \rightarrow \mathbb{R}$ is convex if and only if the inequality

$$
\left(x_{3}-x_{2}\right) f\left(x_{1}\right)+\left(x_{1}-x_{3}\right) f\left(x_{2}\right)+\left(x_{2}-x_{1}\right) f\left(x_{3}\right) \geq 0
$$

holds.
Proposition 5.7. If $f$ is a convex function on an interval I and if $x_{1} \leq y_{1}$, $x_{2} \leq y_{2}, x_{1} \neq x_{2}, y_{1} \neq y_{2}$, then the following inequality is valid

$$
\frac{f\left(x_{2}\right)-f\left(x_{1}\right)}{x_{2}-x_{1}} \leq \frac{f\left(y_{2}\right)-f\left(y_{1}\right)}{y_{2}-y_{1}} .
$$

If the function $f$ is concave, then the inequality reverses.

Proposition 5.8. Let $f$ be a log-convex function and assume that $x_{1} \leq y_{1}$, $x_{2} \leq y_{2}, x_{1} \neq x_{2}, y_{1} \neq y_{2}$. Then the following inequality is valid

$$
\begin{equation*}
\left(\frac{f\left(x_{2}\right)}{f\left(x_{1}\right)}\right)^{\frac{1}{x_{2}-x_{1}}} \leq\left(\frac{f\left(y_{2}\right)}{f\left(y_{1}\right)}\right)^{\frac{1}{y_{2}-y_{1}}} . \tag{5.1}
\end{equation*}
$$

Next we need divided differences, commonly used when dealing with functions that have different degree of smoothness.

Definition 5.9. The second order divided difference of a function $f: I \rightarrow \mathbb{R}$ at mutually different points $y_{0}, y_{1}, y_{2} \in I$ is defined recursively by

$$
\begin{align*}
{\left[y_{i} ; f\right] } & =f\left(y_{i}\right), \quad i=0,1,2, \\
{\left[y_{i}, y_{i+1} ; f\right] } & =\frac{f\left(y_{i+1}\right)-f\left(y_{i}\right)}{y_{i+1}-y_{i}}, \quad i=0,1, \\
{\left[y_{0}, y_{1}, y_{2} ; f\right] } & =\frac{\left[y_{1}, y_{2} ; f\right]-\left[y_{0}, y_{1} ; f\right]}{y_{2}-y_{0}} . \tag{5.2}
\end{align*}
$$

Remark 5.10. The value $\left[y_{0}, y_{1}, y_{2} ; f\right]$ is independent of the order of the points $y_{0}, y_{1}$ and $y_{2}$. This definition may be extended to include the case in which some or all the points coincide. Namely, taking the limit $y_{1} \rightarrow y_{0}$ in (5.2), we get

$$
\begin{aligned}
& \lim _{y_{1} \rightarrow y_{0}}\left[y_{0}, y_{1}, y_{2} ; f\right]=\left[y_{0}, y_{0}, y_{2} ; f\right] \\
& =\frac{f\left(y_{2}\right)-f\left(y_{0}\right)-f^{\prime}\left(y_{0}\right)\left(y_{2}-y_{0}\right)}{\left(y_{2}-y_{0}\right)^{2}}, \quad y_{2} \neq y_{0}
\end{aligned}
$$

provided that $f^{\prime}$ exists, and furthermore, taking the limits $y_{i} \rightarrow y_{0}, i=1,2$, in (5.2), we get

$$
\lim _{y_{2} \rightarrow y_{0}} \lim _{y_{1} \rightarrow y_{0}}\left[y_{0}, y_{1}, y_{2} ; f\right]=\left[y_{0}, y_{0}, y_{0} ; f\right]=\frac{f^{\prime \prime}\left(y_{0}\right)}{2}
$$

provided that $f^{\prime \prime}$ exists.
We use a method of producing $n$-exponentially convex and exponentially convex functions given in [11], to prove the $n$-exponential convexity for the functional $\Psi_{\phi}(u, v)$ defined by (3.1).

Theorem 5.11. Let $J$ be an interval in $\mathbb{R}$ and $\Upsilon=\left\{\phi_{s}: s \in J\right\}$ be $a$ family of functions defined on an interval I in $\mathbb{R}$, such that the function $s \mapsto$ [ $y_{0}, y_{1}, y_{2} ; F_{\phi_{s}}$ ] is n-exponentially convex in the Jensen sense on J for every three mutually different points $y_{0}, y_{1}, y_{2} \in I$, where $F_{\phi_{s}}(y)=\phi_{s}\left(y^{\frac{1}{q}}\right)$. Let
$\Psi_{\phi_{s}}(u, v)$ be a linear functional defined by (3.1). Then $s \mapsto \Psi_{\phi_{s}}(u, v)$ is $n$ exponentially convex function in the Jensen sense on J. If the function $s \mapsto$ $\Psi_{\phi_{s}}(u, v)$ is also continuous on $J$, then it is $n$-exponentially convex on $J$.

Proof. For $\xi_{i} \in \mathbb{R}, s_{i} \in J, i=1, \ldots, n$, we define the function

$$
h(y)=\sum_{i, j=1}^{n} \xi_{i} \xi_{j} \phi_{\frac{s_{i}+s_{j}}{2}}(y) .
$$

Set

$$
H(y)=h\left(y^{\frac{1}{q}}\right)
$$

Using the assumption that the function $s \mapsto\left[y_{0}, y_{1}, y_{2} ; F_{\phi_{s}}\right]$ is $n$-exponentially convex in the Jensen sense, we have

$$
\left[y_{0}, y_{1}, y_{2} ; H\right]=\sum_{i, j=1}^{n} \xi_{i} \xi_{j}\left[y_{0}, y_{1}, y_{2} ; F_{\frac{\phi_{s_{i}+s_{j}}^{2}}{}}\right] \geq 0,
$$

which in turn implies that $H$ is a convex function on $I$. Therefore we have $\Psi_{h}(u, v) \geq 0$. Hence

$$
\sum_{i, j=1}^{n} \xi_{i} \xi_{j} \Psi_{\frac{\phi_{i}+s_{j}}{2}}(u, v) \geq 0
$$

We conclude that the function $s \mapsto \Psi_{\phi_{s}}(u, v)$ is $n$-exponentially convex on $J$ in the Jensen sense. If the function $s \mapsto \Psi_{\phi_{s}}(u, v)$ is also continuous on $J$, then it is $n$-exponentially convex by definition.

Corollary 5.12. Let $J$ be an interval in $\mathbb{R}$ and $\Upsilon=\left\{\phi_{s}: s \in J\right\}$ be $a$ family of functions defined on an interval I in $\mathbb{R}$, such that the function $s \mapsto$ [ $y_{0}, y_{1}, y_{2} ; F_{\phi_{s}}$ ] is exponentially convex in the Jensen sense on J for every three mutually different points $y_{0}, y_{1}, y_{2} \in I$, where $F_{\phi_{s}}(y)=\phi_{s}\left(y^{\frac{1}{q}}\right)$. Let $\Psi_{\phi_{s}}(u, v)$ be a linear functional defined by (3.1). Then $s \mapsto \Psi_{\phi_{s}}(u, v)$ is exponentially convex function in the Jensen sense on J. If the function $s \mapsto \Psi_{\phi_{s}}(u, v)$ is continuous on $J$, then it is exponentially convex on $J$.

Let us denote means for $\phi_{s}, \phi_{p} \in \Omega$ by

$$
\mu_{s, p}(\Psi, \Omega)= \begin{cases}\left(\frac{\Psi_{\phi_{s}}(u, v)}{\Phi_{\phi_{p}}(u, v)}\right)^{\frac{1}{s-p}}, & s \neq p,  \tag{5.3}\\ \exp \left(\frac{\frac{d}{d s} \Psi_{\phi_{s}}(u, v)}{\Psi_{\phi_{s}}(u, v)}\right), & s=p .\end{cases}
$$

Theorem 5.13. Let $J$ be an interval in $\mathbb{R}$ and $\Omega=\left\{\phi_{s}: s \in J\right\}$ be a family of functions defined on an interval I in $\mathbb{R}$, such that the function $s \mapsto$ [ $y_{0}, y_{1}, y_{2} ; F_{\phi_{s}}$ ] is 2-exponentially convex in the Jensen sense on $J$ for every
three mutually different points $y_{0}, y_{1}, y_{2} \in I$, where $F_{\phi_{s}}(y)=\phi_{s}\left(y^{\frac{1}{q}}\right)$. Let $\Psi_{\phi_{s}}(u, v)$ be a linear functional defined by (3.1). Then the following statements hold:
(i) If the function $s \mapsto \Psi_{\phi_{s}}(u, v)$ is continuous on $J$, then it is 2-exponentially convex function on $J$. If the function $s \mapsto \Psi_{\phi_{s}}(u, v)$ is additionally positive, then it is also log-convex on $J$, and for $r, s, t \in J$ such that $r<s<t$, we have

$$
\begin{equation*}
\left(\Psi_{\phi_{s}}(u, v)\right)^{t-r} \leq\left(\Psi_{\phi_{r}}(u, v)\right)^{t-s}\left(\Psi_{\phi_{t}}(u, v)\right)^{s-r} \tag{5.4}
\end{equation*}
$$

(ii) If the function $s \mapsto \Psi_{\phi_{s}}(u, v)$ is positive and differentiable on $J$, then for every $s, p, r, t \in J$, such that $s \leq r$ and $p \leq t$, we have

$$
\begin{equation*}
\mu_{s, p}(\Psi, \Omega) \leq \mu_{r, t}(\Psi, \Omega) \tag{5.5}
\end{equation*}
$$

Proof. (i) The first part is an immediate consequence of Theorem 5.11 and in second part log-convexity on $J$ follows from Remark 5.5. Since $s \mapsto \Psi_{\phi_{s}}(u, v)$ is positive, for $r, s, t \in J$ such that $r<s<t$, with $f(s)=\log \Psi_{\phi_{s}}(u, v)$ in Proposition 5.6, we have

$$
(t-s) \log \Psi_{\phi_{r}}(u, v)+(r-t) \log \Psi_{\phi_{s}}(u, v)+(s-r) \log \Psi_{\phi_{t}}(u, v) \geq 0
$$

This is equivalent to inequality (5.4).
(ii) The function $s \mapsto \Psi_{\phi_{s}}(u, v)$ is log-convex on $J$ by $(i)$, that is, the function $s \mapsto \log \Psi_{\phi_{s}}(u, v)$ is convex on $J$. Applying Proposition 5.7 we get

$$
\begin{equation*}
\frac{\log \Psi_{\phi_{s}}(u, v)-\log \Psi_{\phi_{p}}(u, v)}{s-p} \leq \frac{\log \Psi_{\phi_{r}}(u, v)-\log \Psi_{\phi_{t}}(u, v)}{r-t} \tag{5.6}
\end{equation*}
$$

for $s \leq r, p \leq t, s \neq p, r \neq t$, and therefore we have

$$
\mu_{s, p}(\Psi, \Omega) \leq \mu_{r, t}(\Psi, \Omega)
$$

Cases $s=p$ and $r=t$ follows from (5.6) as limit cases.

Remark 5.14. The results from Theorem 5.11, Corollary 5.12 and Theorem 5.13 still hold when two of the points $y_{0}, y_{1}, y_{2} \in I$ coincide, for a family of differentiable functions $\phi_{s}$ such that the function $s \mapsto\left[y_{0}, y_{1}, y_{2} ; F_{\phi_{s}}\right]$ is $n$ exponentially convex in the Jensen sense (exponentially convex in the Jensen sense, log-convex in the Jensen sense). Furthermore, they still hold when all three points coincide for a family of twice differentiable functions with the same property. The proofs can be obtained by recalling Remark 5.10 and suitable characterization of convexity.

## 6. Applications to Stolarsky type means

In this section, we use Cauchy type mean value Theorem 3.3 and Theorem 3.4 for Stolarsky type means and functional $\Psi_{\phi}(u, v)$. Several families of functions which fulfil the conditions of Theorem 5.11, Corollary 5.12 and Theorem 5.13 (and Remark 5.14) that we present here, enable us to construct large families of functions which are exponentially convex.

Example 6.1. Consider a family of functions

$$
\Omega_{1}=\left\{\phi_{s}:[0, \infty) \rightarrow \mathbb{R}: s>0\right\}
$$

defined for $q>1$ by

$$
\phi_{s}(x)= \begin{cases}\frac{q^{2}}{s(s-q)} x^{s}, & s \neq q ; \\ q x^{q} \log x, & s=q .\end{cases}
$$

Then $\left[\phi_{s}\left(x^{\frac{1}{q}}\right)\right]^{\prime \prime}=x^{\frac{s-2 q}{q}}=e^{\frac{s-2 q}{q} \ln x}>0$ which show that $\phi_{s}$ is convex function with respect to $g(x)=x^{q}$ for $x>0$, and $s \mapsto\left[\phi_{s}\left(x^{\frac{1}{q}}\right)\right]^{\prime \prime}$ is exponentially convex by definition. Notice $\phi_{s}(0)=0$, with the convention $0 \log 0=0$.

Analogously as in the proof of Theorem 5.11 we conclude that $s \mapsto\left[y_{0}, y_{1}, y_{2} ; F_{\phi_{s}}\right]$ is exponentially convex (and so exponentially convex in the Jensen sense), where $F_{\phi_{s}}(y)=\phi_{s}\left(y^{\frac{1}{q}}\right)$. By Corollary 5.12 we have that $s \mapsto \Psi_{\phi_{s}}(u, v)$ is exponentially convex in the Jensen sense. It is easy to verify that this mappings are continuous, so they are exponentially convex. Hence, we have
$\Psi_{\phi_{s}}(u, v)=\left\{\begin{array}{l}\frac{q^{3}(b-a)}{s(s-q)} M^{\frac{s}{4}-1} \int_{a}^{s-q} \\ s \neq q, \\ b \\ b \\ q^{2} \\ q^{b}|v(x)|^{s} d x-\frac{q^{2}}{s-q} \int_{a}^{b}|u(x)|^{q} \log \left[(b-a)^{\frac{1}{q}} M|v(x)|\right] d x-q \int_{a}^{b}|v(x)|^{q}[q \log |u(x)|+1] d x, \\ s=q .\end{array}\right.$
For this family of functions, $\mu_{s, t}\left(\Psi, \Omega_{1}\right)$ from (5.3) becomes

$$
\mu_{s, t}\left(\Psi, \Omega_{1}\right)= \begin{cases}\left(\frac{\Psi_{\phi_{s}}(u, v)}{\Psi_{\phi_{t}}(u, v)}\right)^{\frac{1}{s-t}}, & s \neq t, \\ \exp \left(\frac{q-2 s}{s(s-q)}+\frac{\Psi_{\phi_{s} \cdot \log }(u, v)}{\Psi_{\phi_{s}}(u, v)}\right), & s=t \neq q, \\ \exp \left(-\frac{1}{q}+\frac{\Psi_{\phi_{q} \cdot \log }(u, v)}{2 \Psi_{\phi_{q}}(u, v)}\right), & s=t=q\end{cases}
$$

and by (5.5) it is monotonous in parameters $s$ and $t$.
For the functional $\Psi_{\phi}(u, v)$ we get

$$
\begin{aligned}
& \mu_{s, t}\left(\Psi, \Omega_{1}\right) \\
& =\left\{\begin{array}{l}
\left(\frac{q t(t-q)(b-a)^{\frac{s}{q}-1} M^{s-q} \int_{a}^{b}|v(x)|^{s} d x-s \int_{a}^{b}|u(x)|^{s-q}|v(x)|^{q} d x}{q s(s-q)(b-a)^{\frac{t}{q}-1} M^{t-q} \int_{a}^{b}|v(x)|^{t} d x-t \int_{a}^{b}|u(x)|^{t-q}|v(x)|^{q} d x}\right)^{\frac{1}{s-t}}, \quad s \neq t, \\
\\
+\frac{q(b-a)^{\frac{s}{q}-1} M^{s-q} \int_{a}^{b}|v(x)|^{s} \log \left[(b-a)^{\frac{1}{q}} M|v(x)|\right] d x-\int_{a}^{b}[s \log |u(x)|+1]|u(x)|^{s-q}|v(x)|^{q} d x}{q(b-a)^{\frac{s}{q}-1} M^{s-q} \int_{a}^{b}|v(x)|^{s} d x-s \int_{a}^{b}|u(x)|^{s-q}|v(x)|^{q} d x} \\
s=t \neq q, \\
\exp \left(\frac{q-2 s}{s(s-q)}\right. \\
\exp \left(-\frac{1}{q}+\frac{q \int_{a}^{b}|v(x)|^{q} \log ^{2}\left[(b-a)^{\frac{1}{q}} M|v(x)|\right] d x-\int_{a}^{b}[q \log |u(x)|+2]|v(x)|^{q} \log |u(x)| d x}{2 q \int_{a}^{b}|v(x)|^{q} \log \left[(b-a)^{\frac{1}{q}} M|v(x)|\right] d x-2 \int_{a}^{b}[q \log |u(x)|+1]|v(x)|^{q} d x}\right.
\end{array}\right),
\end{aligned}
$$

Example 6.2. Consider a family of functions

$$
\Omega_{2}=\left\{\varphi_{s}:[0, \infty) \rightarrow \mathbb{R}: s \in \mathbb{R}\right\}
$$

defined for $q>1$ by

$$
\varphi_{s}(x)= \begin{cases}\frac{e^{s x^{q}}-1}{s^{2}}, & s \neq 0 \\ \frac{x^{2 q}}{2}, & s=0\end{cases}
$$

Since $\left[\varphi_{s}\left(x^{\frac{1}{q}}\right)\right]^{\prime \prime}=e^{s x}>0$, then $\varphi_{s}$ is convex function with respect to $g(x)=$ $x^{q}$ for $x>0$, and $s \mapsto\left[\varphi_{s}\left(x^{\frac{1}{q}}\right)\right]^{\prime \prime}$ is exponentially convex by definition. Notice that $\varphi_{s}(0)=0$. Arguing as in the previous example, we get that the mapping $s \mapsto \Phi_{\varphi_{s}}(u, v)$ is exponentially convex.

We have

$$
\Psi_{\varphi_{s}}(u, v)= \begin{cases}\frac{q}{s^{2} M^{q}(b-a)} \int_{a}^{b}\left\{\exp \left[s(b-a) M^{q}|v(x)|^{q}\right]-1\right\} d x \\ -\frac{q}{s} \int_{a}^{b}|v(x)|^{q} \exp \left[s|u(x)|^{q}\right] d x, & s \neq 0 \\ \frac{q(b-a) M^{q}}{2} \int_{a}^{b}|v(x)|^{2 q} d x-q \int_{a}^{b}|u(x)|^{q}|v(x)|^{q} d x, & s=0\end{cases}
$$

For this family of functions, $\mu_{s, t}\left(\Phi, \Omega_{2}\right)$ from (5.3) becomes

$$
\mu_{s, t}\left(\Psi, \Omega_{2}\right)= \begin{cases}\left(\frac{\Psi_{\varphi_{s}}(u, v)}{\Psi_{\varphi_{t}}(u, v)}\right)^{\frac{1}{s-t}}, & s \neq t \\ \exp \left(-\frac{2}{s}+\frac{\Psi_{x q} \cdot \varphi_{s}(u, v)}{\Psi_{\varphi_{s}}(u, v)}\right), & s=t \neq 0 \\ \exp \left(\frac{\Psi_{x} q \cdot \varphi_{0}(u, v)}{3 \Psi_{\varphi_{0}}(u, v)}\right), & s=t=0\end{cases}
$$

and by (5.5) it is monotonous in parameters $s$ and $t$.
For the functional $\Psi_{\varphi}(u, v)$ we get

$$
\begin{aligned}
& \mu_{s, t}\left(\Psi, \Omega_{2}\right) \\
& =\left\{\begin{array}{l}
\left(\frac{s^{-2} \int_{a}^{b}\left\{\exp \left[s(b-a) M^{q}|v(x)|^{q}\right]-1\right\} d x-s^{-1} M^{q}(b-a) \int_{a}^{b} \exp \left(s|u(x)|^{q}\right)|v(x)|^{q} d x}{t^{-2} \int_{a}^{b}\left\{\exp \left[t(b-a) M^{q}|v(x)|^{q}\right]-1\right\} d x-t^{-1} M^{q}(b-a) \int_{a}^{b} \exp \left(t|u(x)|^{q}\right)|v(x)|^{q} d x}\right)^{\frac{1}{s-t}}, \\
s \neq t, \\
\exp \left(-\frac{2}{s}+\frac{\int_{a}^{b}\left\{\exp \left[s(b-a) M^{q}|v(x)|^{q}\right]-\exp \left[s|u(x)|^{q}\right]-s \mid u(x) q^{q} \exp \left[s|u(x)|^{q}\right]\right\}|v(x)|^{q} d x}{M^{q}(b-a)} \int_{a}^{b}\left\{\exp \left[\left.s(b-a) M^{q}|v(x)|\right|^{q}\right]-1\right\} d x-s \int_{a}^{b} \exp \left(s|u(x)|^{q}\right)|v(x)|^{q} d x\right.
\end{array}\right), \\
& s=t \neq 0, \\
& \exp \left(\frac{(b-a)^{2} M^{2 q} \int_{a}^{b}|v(x)|^{q q} d x-3 \int_{a}^{b}|u(x)|^{2 q}|v(x)|^{q} d x}{3(b-a) M^{q} \int_{a}^{b}|v(x)|^{2 q} d x-6 \int_{a}^{b}|u(x)|^{q}|v(x)|^{q} d x}\right), \\
& s=t=0 .
\end{aligned}
$$

Acknowledgments: This work has been supported in part by Croatian Science Foundation under the project 5435.

## References

[1] R.P. Agarwal and P.Y.H. Pang, Opial Inequalities with Applications in Differential and Difference Equations, Kluwer Academic Publishers, Dordrecht, Boston, London (1995).
[2] M. Andrić, A. Barbir, G. Farid and J. Pečarić, Opial-type inequality due to AgarwalPang and fractional differential inequalities, Integral Transforms Spec. Funct., 25(4) (2014), 324-335.
[3] M. Andrić, J. Pečarić and I. Perić, Improvements of composition rule for the Canavati fractional derivatives and applications to Opial-type inequalities, Dynam. Systems. Appl., 20 (2011), 383-394.
[4] M. Andrić, J. Pečarić and I. Perić, A multiple Opial type inequality for the RiemannLiouville fractional derivatives, J. Math. Inequal., 7(1) (2013), 139-150.
[5] M. Andrić, J. Pečarić and I. Perić, Composition identities for the Caputo fractional derivatives and applications to Opial-type inequalities, Math. Inequal. Appl., 16(3) (2013), 657-670.
[6] M. Anwar, J. Jakšetić, J. Pečarić and Atiq ur Rehman, Exponential Convexity, Positive Semi-Definite Matrices and Fundamental Inequalities, J. Math. Inequal., 4(2) (2010), 171-189.
[7] J.A. Canavati, The Riemann-Liouville integral, Nieuw Archief Voor Wiskunde, 5(1) (1987), 53-75.
[8] G. Farid, J. Pečarić and Atiq ur Rehman, On refinements of Aczél, Popoviciu and Bellman's inequalities and related results, J. Inequal. Appl., Volume 2010, Article ID 579567, 17 pages, doi:10.1155/2010/579567.
[9] G. Farid and J. Pečarić, Opial type integral inequalities for fractional derivatives, Fractional Differ. Calc., 2(1) (2012), 31-54.
[10] G. Farid and J. Pečarić, Opial type integral inequalities for fractional derivatives II, Fractional Differ. Calc., 2(2) (2012), 139-155.
[11] J. Jakšetić and J. Pečarić, Exponential convexity method, J. Convex Anal., 20(1) (2013), 181-197.
[12] A.A. Kilbas, H.M. Srivastava and J.J. Trujillo, Theory and Applications of Fractional Differential Equations, North-Holland Mathematics Studies 204, Elsevier (2006).
[13] Z. Opial, Sur une inégalité, Ann. Polon. Math., 8 (1960), 29-32.
[14] J. Pečarić and J. Perić, Improvements of the Giaccardi and Petrović inequality and related Stolarsky type means, An. Univ. Craiova Ser. Mat. Inform., 39(1) (2012), 65-75.
[15] J.E. Pečarić, F. Proschan and Y.C. Tong, Convex Functions, Partial Orderings and Statistical Applications, Academic Press, Inc. (1992).
[16] D.V. Widder, The Laplace transform, Princeton Uni. Press, New Jersey, 1941.


[^0]:    ${ }^{0}$ Received April 19, 2014. Revised November 12, 2014.
    ${ }^{0} 2010$ Mathematics Subject Classification: 26A33, 26D15.
    ${ }^{0}$ Keywords: Opial-type inequality, fractional integral, fractional derivative.

