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Abstract. In this paper, an existence theorem for the periodic boundary value problems
of first order Caratheéodory and discontinuous differential equations is proved in Banach
algebras under the mixed generalized Lipschitz and Carathéodory conditions. The existence

theorems for extremal solutions are also proved under certain monotonicity conditions.

1. INTRODUCTION

Let R denote the real line. Given a closed and bounded interval J = [0, T
in R, consider the periodic boundary value problems (in short PBVP) of first
order ordinary differential equations

d [alt) — k(t.o(t)] _
7 F o) =g(t,x(t)) a.e. teJ 11

z(0) = z(T),
where f: J xR —R—{0} and g,k: J xR — R.

By a solution of PBVP (1.1) we mean a function z € AC(J,R) that satisfies
z(t) — k(t, 2(t))

ft,2(t))
and

(ii) x satisfies the equations in (1.1),

(i) the function ¢ ( ) is absolutely continuous on J,
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where AC(J,R) is the space of absolutely continuous real-valued functions on

J.

First order ordinary differential equations (ODE) with periodic boundary
value conditions are considered in many works. See Bernfeld and Lakshmikan-
tham [1], Ladde et al. [18], Omari and Zanolin [21] and the references therein.
The study of periodic boundary value problems of nonlinear first order differen-
tial equations with discontinuous nonlinearity has been exploited in the works
of Heikkild and Lakshmikantham [17]. But the study of periodic boundary
value problems of ordinary differential equations in Banach algebras involving
Carathéodory as well as discontinuous nonlinearity has not been made so far
in the literature. The study of initial value problems of nonlinear differen-
tial equations in Banach algebras is initiated in the recent works of Dhage
[4] and Dhage and O’Regan [11] and discussed the existence theory for first
order differential equations. The study of such equations has been further
exploited in the works of Dhage [2,3] and Dhage et al. [12] for various aspects
of the solutions. In this paper, we deal with the periodic boundary value
problems of nonlinear first order Carathéodory and discontinuous differential
equations in Banach algebras and discuss the existence as well as existence
results for extremal solutions under the mixed Lipschitz, Carathéodory and
monotonic conditions. The main tools used in the study are the hybrid fixed
point theorems to be developed in this paper itself. We claim that the nonlin-
ear differential equation as well as the existence results of this paper are new
to the literature on the theory of nonlinear ordinary differential equations.

Our method of study is to convert the PBVP (1.1) into an equivalent integral
equation and apply the hybrid fixed point theorems of next section 2 under
suitable conditions on the nonlinearities f, k and g involved it. In the following
section 2 we give some preliminaries and the auxiliary results needed in the
sequel.

2. HYBRID FIXED POINT THEORY

Let X be a Banach algebra with the norm | - ||. A mapping 4 : X — X
is called D-Lipschitz if there exists a continuous nondecreasing function 1 :
Rt — RT satisfying

Az — Ayl < ¢ (|l — yl|) (2.1)

for all z,y € X with ¢(0) = 0. In the special case, when ¢ (r) = ar (a > 0), A
is called a Lipschitz with a Lipschitz constant «. In particular, if « < 1, A is
called a contraction with the contraction constant «. Further, if ¢(r) < r for
all » > 0, then A is called a nonlinear D-contraction on X. For convenience,
we call the function v to be a D-function of A on X.
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An operator T : X — X is called compact if T'(S) is a compact subset
of X for any S C X. Similarly, T': X — X is called totally bounded if T
maps a bounded subset of X into a relatively compact subset of X. Finally,
T : X — X is called completely continuous operator, if it is continuous and
totally bounded operator on X. It is clear that every compact operator is
totally bounded, but the converse may not be true. However, these two notions
are equivalent on the bounded subsets of X.

2.1. Fixed point theory in Banach spaces. The following nonlinear al-
ternative is fundamental and has been used extensively in the theory of dif-
ferential and integral equations for proving the existence results under certain
compactness conditions.

Theorem 2.1. [14] Let K be a convex subset of a normed linear space E, U
an open subset of K with 0 € U, and N : U — K a continuous and compact
map. Then either
(a) N has a fived point in U; or,
(b) there is an element u € OU such that w = ANwu for some real number
A € (0,1), where OU is the boundary of U.

Before presenting the main results of this section, we give some preliminaries
needed in the sequel.

The Kuratowskii measure of noncompactness a of a bounded set S in X is
a nonnegative real number a(S) defined by

a(S) = inf {r >0:5 =58, and diam(S;) <, Vi}. (2.2)
=1

The function « enjoys the following properties:
(1) a(S) =0 <= S is precompact.
(a2) a(S) = a(S) = a(co6S), where S and @S denote respectively the
closure and the closed convex hull of S.
043) S C Sy = Oé(Sl) < OZ(SQ)
ay) a(S1US2) = max{a(St), a(S2)}.
as) a(AS) = |Aa(S), VA e R.
Oé6) Oé(Sl + SQ) < Oé(Sl) + O[(SQ).
The details of measures of noncompactness and their properties appear in
Deimling [13] and Zeidler [22].

NN NN

Definition 2.1. A mapping T : X — X is called a-condensing, if for any

bounded subset S of X, T'(S) is bounded and a(T'(S)) < a(S), «(S) > 0.
Note that contraction and completely continuous mappings are a-condensing,

but the converse may not be true. The following generalization of Theorem
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2.1 for a-condensing mappings in Banach spaces is well-known and will be
used in the sequel.

Theorem 2.2. Let U and U be respectively open and closed subsets of a
Banach space X such that 0 € U. If N(U) is bounded and N : U — X a
continuous and a-condensing map, then either

(a) N has a fived point in U; or,
(b) there is an element u of the boundary OU such that u = ANwu for some
real number X € (0,1).

Our main result of this section is

Theorem 2.3. Let U and U be open-bounded and closed-bounded subsets of a
Banach algebra X such that 0 € U and let A, B,C : U — X be three operators
satisfying

(a) A and C are D-Lipschitz with the D-functions 14 and v¢ respectively,
(b) B is continuous and compact, and
(¢) Ma(r) +e(r) <r forr >0, where

M = ||BU)|| = sup{[|B(z)| : € U}.

Then either

(i) the equation AzBx + Cx =z has a solution in U, or
(ii) there is an element u € OU such that u = A\[AuBu + Cu] for some
A € (0,1), where OU is the boundary of U.

Proof. Define a mapping T': U — X by
Tx = AxBx + Cz, x € U. (2.3)

First, we show that T is a continuous mapping on U. Let {z,,} be a sequence
in U converging to a point x, € U. Then, we have

T (xn) — T(zs)| < ||Axy, Bxy, — Az, B, || + ||Cxy — Cz™||
< ||Az,, Bxy, — Az, Bxy,|| + ||Az. Bz, — Az, Bx.||

+ ||Cxp, — Cx¥|
< || Az, — Az.|[|Ban| + | Az. ||| Bz, - Ba.|
+ ||Cxyp, — Cx¥|

< Mpa([len = 2ll) + [|Azi[|| Ben — Ba|
+ e (lzn — ).
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Taking the limit superior on both sides,
limsup || T (zy) — T(x.)]]
n—oo

< Mlimsupa(||zn — 24|]) + ||Azy||limsup || Bz, — Bx.||

n—oo n—oo

+ lim sup Yo (||zn — x4||)

n—oo

< My (limsup lxn — x*H> + || Az, || limsup || Bx,, — Bx.||
n—oo n—oo

+ o (limsup | en — l’*||>
n—oo
=0.
Therefore, it follows that

lim |7 (2,) — T(x.)] =0,

n—o0

and so, T is a continuous mapping on U. Now the result follows immediately
from Theorem 2.2, if we show that the operator T is a-condensing on U. Let
S be a set in U. Then we have the following estimate concerning the operators
A,B and C on U. Let z* be a fixed element of S. Then by hypothesis (a),

[Az|| < [|[Az™|| + [[Az* — Az|| < ||Az™[| + Ya([lz” —z])) < B
for all x € S, where
B = ||Az*|| + ¥ a(diam(S)) < oo, (2.4)
because S is bounded.

Now there are two cases :

Case I : If § = 0, then ||Az| = 0 and consequently, Tx = Cz. In this
case, we show that T is a a-condensing mapping on U. Let € > 0 be given
and suppose that

with

forallt=1,2,...,n.
Now
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If wo, w1 € Y;, for some i, then there exist xg,x17 € S; such that Czy =
wo and Cz1 = wj. Since ¢ is nondecreasing, one has

|Cxo — Ca1|| < Ye(llzo — 21l]) < o(diam(S;)) < d(a(S) + ).
This is true for every wp,w; € Y; and so
diam(¥;) < pe(a(S) + o),
for all i =1,2,...,n. Thus we have
o(C(S)) = max diam(¥;) < 6(a(S) + ).
Since € is arbitrary, we have
a(C(9)) < ¢(a(9)).
Now from (3.3) it follows that
a(T(5)) = a(C(S)) < d(a(S)) < a(S)

whenever a(S) > 0. This shows that T is a a-condensing on U.

Case II : Now suppose that 3 ## 0. In this case also we show that T is a
a-condensing on U. Since B is compact, B(S) is a precompact subset of X.
Hence for > 0, there exist subsets G1,Ga, ..., Gy of X such that

B(S) = U G; and diam(G;) < %
j=1

This further gives that
m
sc B Gy
j=1

Let € > 0 be given and suppose that

with
diam(S;) < «(S) + €
foralli=1,2,...,n. We put Fij =5 ﬂB_l(Gj), then S C UF”

Now
7(s) cJT(Fy) =T (S B7E) =Y
i,j i,j 2%

If wo, w1 € Y4, for some 7 = 1,...,n and j = 1,...,m, then there exist
xo,x1 € Fij = S, ﬂBil(Gj) such that Txy = wg and Tz = w;.
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Since ¥4 and ¥4 are nondecreasing, one has
||Tl'0 — Tl’1|| < HAl'oBZEO — AIL‘leL'lu + ”Cl‘o — 0131”
< ”A:U()B$0 - A.’ElB:L'()H + HAa:leo - A.’ElB:L'lH

-+ HCZEQ — CZEl”
< || Azo — Azt ||| Baol| + | Az || Baro — Ba|
-+ HCZEQ — CZEl”

< Ya(llzo — z1 DI Bxol| + [ Az1l[[Bzo — B
+ Yoo — 1)
< Ya(diam(Fy)) | B(U)|| + | AS) ||| Bo — Bz ||
+ Yo (diam(Fy))
< My a(diam(Fy;)) + ve (diam(Fy;)) + n.
This further implies that
|1 Tzg — Tx1|| < Mipa(diam(S;)) + Yo (diam(S;)) + n
< Mipa(a(S) +€) +do(a(S) +€) + 1.
This is true for every wg, w1 € Yj;, and so
diam(Y;;) < Ma(a(S) +€) +¢Yo(a(S) +€) +n,
for all i =1,2,...,n. Thus we have

o(T(8)) < max diam(Yy;) < Mipa(a(S) + ) +ve(a(S) +¢) +n.

Since € is arbitrary, one has

a(T(5)) < My a(a(S) + €) + o (a(S) +¢).
Since € is arbitrary, we have

a(T(S)) < Mpa(a(S)) + ¢ola(S)) < afS),

whenever a(S) > 0. B
This shows that T is a a-condensing mapping on U. Now the desired

conclusion follows by an application of Theorem 2.2. This completes the proof.
O

As a consequence of Theorem 2.3 we obtain the following corollary in its
applicable form to nonlinear differential and integral equations.

Corollary 2.1. Let B,.(0) and B,(0) be open and closed balls in a Banach
algebra X centered at origin O of radius r, for some real number r > 0 and let
A,B,C : B.(0) — X be three operators satisfying
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(a) A and C are Lipschitz with the Lipschitz constants « and [ respec-
tively,
(b) B is continuous and compact, and

(c) aM + 3 < 1, where M = sup{HB(ac)H (X € BT(O)}.
Then either

(i) the equation Ax Bx + Cx = x has a solution in B,(0), or
(ii) there is an element uw € X such that ||u|| = r satisfying A\[Au Bu +
Cu] = u for some 0 < XA < 1.

Remark 2.1. Theorem 2.3 is an improvement of the nonlinear alternatives of
Leray-Schauder type due to Dhage [2,6] and Dhage and O’Regan [11] under
weaker conditions.

2.2. Fixed point theory in ordered spaces. A non-empty closed set K
in a Banach algebra X is called a cone if (i) K + K C K, (ii) AK C K for
A€ R XN>0and (iii) {—K} N K = 0, where 0 is the zero element of X. A
cone K is called positive if (iv) K o K C K, where ”0” is a multiplication
composition in X. We introduce an order relation < in X as follows. Let
2,y € X. Then x < yif and only if y—z € K. A cone K is called normal if the
norm || -|| is semi-monotone increasing on K, that is, there is a constant N > 0
such that ||z|| < Nly| for all z,y € K with < y. It is known that if the
cone K is normal in X, then every order-bounded set in X is norm-bounded.
The details of cones and their properties appear in Guo and Lakshmikantham
[16].

Lemma 2.1. (Dhage [3]) Let K be a positive cone in a real Banach algebra X
and let uy,us,v1,v9 € K be such that uy < vy and us < vo. Then uius < v1v2.
For any a,b € X,a < b, the order interval [a,b] is a set in X given by

[a,b] ={z € X :a <x <b}.

Definition 2.2. A mapping 7T : [a,b] — X is said to be nondecreasing or
monotone increasing if <y implies Tz < Ty for all z,y € [a, b].

We use the following three fixed point theorems of Dhage [2,6] for proving
the existence of extremal solutions for the PBVP (1.1) under certain mono-
tonicity conditions.

Theorem 2.4. (Dhage [2]) Let K be a cone in the Banach algebra X and let
a,b € X be such that a < b. Suppose that A,B : [a,b] - K and C : X — X
are three operators such that
(a) A and C are Lipschitz with the Lipschitz constants « and (3 respec-
tively,
(b) B is completely continuous,
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(c) the elements a,b € X satisfy a < AaBa+ Ca and AbBb+ Cb < b, and
(d) A, B and C are nondecreasing.

Further if the cone K is positive and normal, then the operator equation
Ax Bx + Cx = x has the least and the greatest solution in |a,b], whenever
aM + 3 < 1, where M = ||B([a,b])|| := sup{||Bz|| : € [a,b]}.

Theorem 2.5. (Dhage [7]) Let K be a cone in the Banach algebra X and let
a,b € X be such that a < b. Suppose that A, B : [a,b] — K and C : X — X
are three operators such that

(a) A is completely continuous,

(b) B and C are totally bounded,

(c) the elements a,b € X satisfy a < AaBa+ Ca and AbBb+ Cb < b, and
(d) A, B and C are nondecreasing.

Further, if the cone K is positive and normal, then the operator equation
Ax Bz + Cx = x has the least and the greatest solution in [a,b].

Theorem 2.6. (Dhage [7]) Let K be a cone in a Banach algebra X and let
a,b € X be such that a < b. Suppose that A, B : [a,b] — K and C : X — X
are three operators such that

(a) A and C are Lipschitz mappings with the Lipschitz constants o and (3
respectively,

(b) B is totally bounded,

(c) the elements a,b € X satisfy a < AaBa+ Ca and AbBb+ Cb < b, and

(d) A, B and C are nondecreasing.

Further, if the cone K 1is positive and normal, then the operator equation
Az Bx + Cx = x has the least and the greatest solution in |a,b], whenever
aM + (3 < 1, where M = ||B([a, b])|| := sup{||Bz|| : = € [a,b]}.

Next we prove an improvement of the following two fixed point theorems
due to the present author for the mappings in ordered Banach algebras.

Theorem 2.7. (Dhage [7]) Let [a,b] be an order interval in an ordered Banach
algebra X with the cone K and let A, B : [a,b] — K and C : [a,b] — X be
three nondecreasing operators such that

(a) A is a Lipschitz mapping with the Lipschitz constant o < 1/2,
(b) B is completely continuous,

(¢) C is totally bounded, and

(d) Az By + Cz € [a,b] for all x,y, z € [a,b].

Further, if the cone K is positive and normal, then the operator equation
Az Bx + Cx = x has the least and the greatest solution in |a,b], whenever
aM < 1, where M = ||B([a,b])|| := sup{||Bz|| : = € [a, b]}.
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Theorem 2.8. (Dhage [7]) Let [a, b] be an order interval in an ordered Banach
algebra X with the cone K and let A, B : [a,b] — K and C : [a,b] — X be
three nondecreasing operators such that

(a) A is completely continuous,

(b) B is totally bounded,

(c) C is a contraction with the contraction constant < 1/2, and

(d) Az By + Cz € [a,b] for all x,y,z € [a,b].
Further, if the cone K is positive and normal, then the operator equation
Ax Bz + Cx = x has the least and the greatest solution in [a,b].

We use the following two fixed point theorems in the sequel.

Theorem 2.9. Let [a,b] be a norm-bounded order interval in the ordered Ba-
nach space X and let T : [a,b] — [a,b] be a continuous and a-condensing
mapping. If T is nondecreasing, then T has the least fixed point x, and the
greatest fized point z* in [a,b] and the sequences {T"(a)} and {T™(b)} converge
to x« and x* respectively.

Proof. The proof is obtained using essentially the same arguments that given
in Dhage [7] with appropriate modifications. Hence we omit the details. [

Theorem 2.10. (Heikkild and Lakshmikantham [17]) Let [a, b] be an order in-
terval in a subset Y of an ordered Banach space X and let Q : [a,b] — [a,b] be a
nondecreasing mapping. If each sequence {Qx,} C Q([a,b]) converges, when-
ever {xy} is a monotone sequence in [a,b], then the sequence of Q-iteration of
a converges to the least fized point x. of Q and the sequence of Q-iteration of
b converges to the greatest fized point x* of Q). Moreover,

z, =min{y € [a,b] | y > Qy} and z* =max{y € [a,b] | y < Qy}.
Theorem 2.11. Let [a,b] be an order interval in an ordered real Banach
algebra X with the cone K and let A, B : [a,b] — K and C : [a,b] — X be
three nondecreasing operators such that

(a) A is D-Lipschitz with the D-function 1,
(b) B is completely continuous,
(c) every sequence {Cyn} C C([a,b]) converges, whenever {y,} is a mono-
tone sequence in [a,b], and
(d) Az Bz + Cz € [a,b] for all x,z € [a,]].
Further if the cone K is positive and normal, then the operator equation
Az Bx + Cx = x has the least and the greatest solution in |a,b], whenever

Mi(r) <r,if r >0, where M = ||B([a, b])|| := sup{||Bz|| : € [a,b]}.
Proof. Let y € [a,b] be fixed and define a mapping 7, : [a,b] — X by
T,(z) = Az Bx + Cy.
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First we show that T}, is a continuous mapping on [a, b]. Let {z,} be a sequence
in [a, b] converging to a point z. € [a,b]. Then, we have
1Ty (xn) = Ty ()|l = | Azp Ben, — Az Ba.|
< |Az,, Bxy, — Az, Bxy,|| + ||Azy Bxy, — Az, Bx.||
< || Azn — Azu|| Ben|| + [[Az[|[| Brn — Ba.||
< My([lan — 24]|) + B[ Ben — B ||

where = ||Az.|| < oo.
Passing to the limit superior as n — oo in the above inequality yields

lim [[T, () — Ty (2)]| = 0.

This shows that the mapping T}, is continuous on [a, b]. To show T}, is nonde-
creasing on [a, b], let x1,x9 € [a,b] be such that z; < zo. By the positivity of
the cone K in X, we obtain

Ty(z1) = Azy Bx1 + Cy < Axy Bxy + Cy = Ty(x2).

Therefore, hypothesis (d) implies that T} defines a nondecreasing mapping
T, : [a,b] — [a,b]. Now proceeding with the arguments similar to the proof
of Theorem 2.3, it can be shown that T}, is a a-condensing mapping on [a, b].
Hence by Theorem 2.2, the operator T, has the least fixed point z, and the
greatest fixed point 2* and the sequences {7}'(a)} and {7}'(b)} converge to z.
and x* respectively.

Define a mapping @ : [a,b] — X by Qy = z, where z is a greatest solution
to the operator equation AzBz + Cy = z and which is obviously unique
for each y € [a,b]. We show that @) is a nondecreasing mapping on |[a,b].
Let y1,y2 € [a,b] be such that y; < ys. Then there are unique elements
21, 22 € |a, b] such that

le =z = Azl Bz + Cyl = Ty1 (21)

and
ng = 29 = Azo Bzog + CyQ = Ty2 (22)

From the monotonicity of C, it follows that
Ty (x) = Az Bx + Cy1 < Az Bx 4 Cyo = Ty, (x)
for all = € [a,b]. Hence for any x € [a, b]
T" (2) < T (2)
for all n € N. In particular,

Ty, (b) < T, (b)
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for all n € N. By Theorem 2.9,
z1 = lim T3 (b) < lim T} (b) = 22.

n—oo n—oo
This shows that @) defines a nondecreasing operator @ : [a,b] — [a,b]. See
also Dhage [7] and the references therein.

Next, let {yn}be a monotone sequence in [a,b]. We will show that the
sequence {Qyy } converges. By definition of @, there is a monotone increasing
sequence {z,} in [a, b] such that Q(y,) = 2z, =Ty, (2n), n € N. Let S ={z,}.
Then S is a bounded and countable subset of [a, b] such that .S C | J, e Ty, (5)-
Since the map = — T),(x) is countably condensing for each y € [a, b], one has

a(S) < o Upen Ty, (5)) = max {a(Ty, (9)) : n € N} < a(S)

for each n € N. If a(S) # 0, then we get a contradiction. As a result a(S) =0
and that S is compact. Hence the sequence {z,} converges to a point, say z
in [a,b]. Now, by hypothesis (c), the sequence {7}, (2)} converges, say to the
point Ty(z) for some y € [a,b]. Then, we have

1Ty, (2n) = Ty(2) < Ty, (20) = Ty, (2)[| + [Ty, (2) = Ty (2) -
Passing the limit to n — oo in the above inequality,

T [T, () = Ty (2)]] = 0.

As a result, the sequence {Qyn} C Q([a,b]) converges, whenever {y,} is a
monotone sequence in [a, b].

Hence, by Theorem 2.10, the operator () has the least and the greatest fixed
point in [a,b]. Now the greatest fixed point of @ is the greatest solution to
the operator equation Az Bx + Cx = x in [a,b]. Similarly, it is proved that
the operator equation Az Bx + Cx = z has the least solution in [a,b]. This
completes the proof. O

Corollary 2.2. Let [a,b] be an order interval in an ordered real Banach
algebra X with the cone K and let A, B : [a,b] — K and C : [a,b] — X be
three nondecreasing operators such that

(a) A is a Lipschitz mapping with the Lipschitz constant «,

(b) B is completely continuous,

(¢) C is totally bounded, and

(d) the elements a,b € X satisfy a < Aa Ba+ Ca and AbBb+ Cb < b.

Further if the cone K is positive and normal, then the operator equation
Az Bx + Cx = x has the least and the greatest solution in |a,b], whenever
aM < 1, where M = ||B([a,b])|| := sup{||Bz|| : = € [a, b]}.
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Theorem 2.12. Let [a,b] be an order interval in an ordered real Banach
algebra X with the cone K and let A, B : [a,b] — K and C : [a,b] — X be
three nondecreasing operators such that

(a) A is completely continuous mapping,
(b) every sequence { By,} C B([a,b]) converges, whenever {yn} is a mono-
tone sequence in [a, b),
(¢) C is a nonlinear D-contraction with the D-function ¥¢, and
(d) Az By + Cx € [a,b] for all x,y € [a,b].
Further, if the cone K is positive and normal, then the operator equation
Ax Bz + Cx = x has the least and the greatest solution in [a,b].

Proof. Let y € [a,b] be fixed and define a mapping T, : [a,b] — X by

Ty(xz) = Az By + Cx.

It is easy to see that the mapping T, is continuous on [a,b]. To show T,
is nondecreasing on [a,b], let z1,x9 € [a,b] be such that 1 < z. By the
positivity of the cone K in X, we obtain

Ty(x1) = Az By + Cx < Axy By + Cxo = Ty(x2).

Therefore, hypothesis (d) implies that T, defines a nondecreasing mapping
Ty, : [a,b] — [a,b].

Next, we show that the operator T}, is a-condensing on [a,b]. Let S be a set
in [a,b]. Then we have the following estimate concerning he operators A, B
and C on [a,b]. Now there are two cases :

Case I : If |By| = 0, then T, (z) = Cz. Now proceeding with the ar-
guments as in the case I of proof of Theorem 2.3 it can be shown that the
mapping T}, is a-condensing on [a, b].

Case II : If ||By|| > 0, then in this case also, we will show that T} is a-
condensing mapping on [a, b]. Since A is compact, A(S) is a relatively compact
subset of X. Hence for n > 0, there exist subsets G1,Ga,...,Gy, of X such
that

A(S) = U G; and diam(G;) < ﬁ
j=1

This further gives that
sclJa@y.
j=1

Let € > 0 be given and suppose that
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with
diam(S;) < «(S) + €
foralli=1,2,...,n. We put Fij =5 ﬂA_l(Gj), then S C UFIJ

Now
7,(8) € U = U, (i 47(@) = U Y

If wo, w1 € Y5, for some 7 = 1,...,n and j = 1,...,m, then there exist
zo, 11 € Fjj = S; (N A7 (G;) such that Tyzg = wo and Tyzq = w.
Since ¢ is nondecreasing, one has
1Ty (w0) — Ty (1) |Azo By — Az1By + Czg — C1 |
|AzoBy — Az1By|| + [[Czg — Caa|
[Azo — Az ||| By|| + [[Czo — Cy |
diam(G;) || Byl + ve((|zo — z1l])
Yo (diam(F;)) + 1.

AR VAN VAN VAN

This further implies that
1T, (20) — Ty (@0)l| < e (diam($)) +1 < ve(al(S) +¢) + 1.
This is true for every wg, w1 € Yj;, and so
diam(Yj;) < ¢c(a(S) +¢€) +n,
for all i =1,2,...,n. Thus we have

o(T,($)) = max diam(Y;) < vc(a(S) + ) +1.

Since € is arbitrary, we have
a(Ty(9)) < ve(a(S)) < al(S),

whenever «(S) > 0.

This shows that 7}, is a a-condensing mapping on [a, b]. Hence by Theorem
2.9, the operator Tj has the least fixed point z, and the greatest fixed point
z* and the sequences {7}'(a)} and {T}}(b)} converge to x. and z* respectively.

Define a mapping @ : [a,b] — X by Qy = z, where z is the greatest
solution to the operator equation AzBy + Cz = z and which is obviously
unique for each y € [a,b]. We show that @ is a nondecreasing mapping on
[a,b]. Let y1,y2 € [a,b] be such that y; < yo. Then there are unique elements
21, 22 € [a, b] such that

Quu=21=Az1By1 +Cz = Ty1 (21)

and
ng = 29 = Az Bys + Czg = Ty2 (22)
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From the monotonicity of A and C, it follows that
Ty (x) = Az By1 + Cx < Az Bys + Cx = Ty, (x)
for all « € [a,b]. Hence for any x € [a, b]
Ty (x) < Ty ()
for all n € N. In particular,
T (b) < T (b)
for all n € N. By Theorem 2.9,

21 = nh—g)lo Ty (b) < nlLIIQlo Ty (b) = z2.
This shows that @ defines a nondecreasing operator @ : [a,b] — [a,b]. See
also Dhage [7] and the references therein.

Next, let {y,}be a monotone sequence in [a,b]. We will show that the
sequence {Qyy } converges. By definition of @), there is a monotone increasing
sequence {z,} in [a, b] such that Q(y,) = 2z, = Ty, (2,), n € N. Again, in view
of hypothesis (b), it can be shown as in the proof of Theorem 2.11 that every
sequence {Q(y,)} converges in X, whenever {y,} is a monotone sequence in
[a,b]. Hence by Theorem 2.10, the operator @) has the least and the greatest
fixed point in [a,b]. Now the greatest fixed point of @ is the greatest solution
to the operator equation Az Bz + Cx = x in [a, b]. Similarly, it is proved that
the operator equation Az Bx + Cx = x has the least solution in [a,b]. This
completes the proof. O

Corollary 2.3. Let [a,b] be an order interval in an ordered real Banach
algebra X with the cone K and let A, B : [a,b] — K and C : [a,b] — X be
three nondecreasing operators such that

(a) A is completely continuous,
(b) B is totally bounded,
(c) C is a contraction, and

(d) the elements a,b € X satisfy a < Aa Ba+ Ca and AbBb+ Cb < b.

Further, if the cone K is positive and normal, then the operator equation
Az Bx + Cx = x has the least and the greatest solution in [a, b].

In the following sections we prove the main existence results for the PBVP
(1.1) under suitable conditions.

3. EXISTENCE THEORY

Let B(J,R) denote the space of bounded real-valued functions on J. Let
C(J,R), denote the space of all continuous real-valued functions on J. Define
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anorm || - || and a multiplication “ - 7 in C(J,R) by
l|z|| = sup |x(t)] and (z.y)(t) = z(t)y(t) for t e J.
teJ
Clearly C(J,R) becomes a Banach algebra with respect to the above norm and

multiplication. By L!(.J,R) we denote the set of Lebesgue integrable functions
on J and the norm || - ||z1 in L*(J,R) is defined by

T
el = /0 2(s)] ds.

The following useful lemma is obvious and may be found in Nieto [20].

Lemma 3.1. For any h € L'(J,R") and o € L*(J,R), x is a solution to the
differential equation

2(#)+ht)x(t)=0c(t) a. e.t €J (3.1)
2(0) = =(T), '
if and only if it is a solution of the integral equation
T
o(t) = / Gt 5)o(s) ds (3.2)
0
where,
oH($)—H(t)+H(T)
eH(T)_l ’ OSSStSTa
Gn(t,s) = (3.3)
GH(s$)—H()
m, 0 S t<s S T,

where H(t) = /0 h(s)ds.

Proof. The proof is well-known, but for sake of completeness, we give the
details of it. If h is not identically zero, then H(t) # 0 for all ¢ > 0. If h is
identically zero, then H(T) = 0. We assume that h is not identically zero on
J. Multiplying both sides of linear differential equation (3.1) by integrating
factor e?® | we obtain

(eH(t):z:(t)>/ = eHWq (1)
z(0) = (7).

On integration the above equation yields

MO (t) = 2(0) + /0 t e g(s) ds. (3.4)
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Substituting t = T in the above equation (3.4), we obtain
D g(T) = 2(T) + /T Mg (s) ds.
0
Therefore,

T eH(s)
az(T):/O ma(s)d&

Substituting this value in (3.4), we obtain

T  H(s)—H(t) t
agzéﬁm_ld@m+ﬂem*m%@ws

GH ()~ H(1)

"o (L ’

:/0 e <6H(T)_1+1>0'(8)d8+/t (m)U(S)ds
t, oH(s)—H()+H(T) T, H(s)=H(?)

:A( e y@@+j(éw_ly@@
T

:/ Gh(t,s)o(s)ds
0

where G}, is a function on J x J defined by (3.3). The proof of the lemma is
complete. 0

Notice that the Green’s function GG, is nonnegative on J x J and the number
My, := max { |Gy(t,s)| : t,s €[0,T]}
exists for all h € L(J,RT).

We need the following definition in the sequel.

Definition 3.1. A mapping 8 : J x R — R is said to be Carathéodory if

(i) t — B(t,x) is measurable for each z € R, and
(ii) = +— fB(t,x) is continuous almost everywhere for ¢ € J.

Again, a Carathéodory function ((t, ) is called L!'-Carathéodory if

(iii) for each real number 7 > 0 there exists a function ¢, € L!(J,R) such
that

Bt x)| < gr(t), ae teJ
for all z € R with |z| <.
Finally, a Carathéodory function 3(t,x) is called L%K—Carathéodory if
(iv) there exists a function ¢ € L'(J,R) such that

1B(t,2)| < q(t), ae teJ
for all z € R.
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For convenience, the function ¢ is referred to as a bound function of /3.
We will use the following hypotheses in the sequel.
(Ao) The functions t — f(t,x) and t — k(t,x) are periodic of period T for
all x € R.

—k
(A7) The mapping = — 2 — #0.2)

f(0,2)
(A2) The function f : J x R — R — {0} is continuous and there exists a
function ¢; € B(J,R) such that

lft,x) — f(t,y)| < (b)) |z —y| ae. teT

for all z,y € R.
(A3) The function k : J x R — R is continuous and there exists a function
¢y € B(J,R) such that

k(t,x) — k(t,y)] < fa(t) |r —y| ae tE€JT

is injective on R.

for all x,y € R.
(A4) The function g is Carathéodory.

Note that hypotheses (Ag) through (A4) are much common in the literature
on the theory of nonlinear differential equations. Hypothesis (A;) is somewhat
new, but has been used in the literature for discussing the periodic solutions of
differential and integral equations. Actually the function f : JxR — R defined
by f(t,z) = a + f|z| for some «, 5 € R satisfies the hypotheses (A;)-(Asg) if
a+ Blz| # 0 for all x € R.

Now consider the PBVP

w(t) — Kt x(1) V' w(t) — k(t,2(1))
v R Gl G vy
=gn(t,z(t)) ae. telJ (3.5)

z(0) = z(T)
where h € L'(J,R") is bounded and the function g5 : J x R — R is defined
by
x — k(t, x))
ftz) /-
Remark 3.1. Note that the PBVP (1.1) is equivalent to the PBVP (3.5) and

a solution of the PBVP (1.1) is the solution for the PBVP (3.5) on J and vice
versa.

Remark 3.2. Assume that hypotheses (As) and (A4) hold. Then the function
gn defined by (3.6) is Carathéodory on J x R.

gn(t, @) = g(t, @) + h(t) (3.6)
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Lemma 3.2. Assume that hypothesis (Ao)-(A1) holds. Then for any h €
LY(J,RT), x is a solution to the differential equation (3.5) if and only if it is
a solution of the integral equation

T
o(0) = K, (0) + [0 [ Gt nisalnas), 61
where, the Green’s function Gp(t, s) is defined by (3.3).

x(t) — k(t, z(t))
ft. =)

with period T for all z € R, we have

£(0,2(0)) (T, 2(T))

Now an application of Lemma 3.1 yields that the solution to differential equa-

tion (3.5) is the solution to integral equation (3.7). Conversely, suppose that
x is any solution to the integral equation (3.7), then

2(0) — £(0,z(0))

Proof. Let y(t) = . Since f(t,z) and k(t,z) are periodic in ¢

=y(T).

y(0) = T B — )
and
(1)~ K(T,2(T)) _ 2(T) — K0, 2(T))
V) =T Ty (D)
x —k(0,x)

Since the function = +— is injective on R, one has z(0) = z(T") and

f(0,2)
so, z is a solution to PBVP (1.1). The proof of the lemma is complete. O

We make use of the following hypothesis in the sequel.
(As) There is a continuous and nondecreasing function ¥ : [0, 00) — (0, c0)
and a function v € L'(J,R) such that y(¢) > 0, a.e. t € J satisfying
lgn(t,z)| < 'y(t)¢(|x|), a. e teJ,
for all x € R.

Theorem 3.1. Assume that the hypotheses (Ap)-(As) hold. Suppose that
there exists a real number r > 0 such that Li[Mp]||y|p19(r) + La < 1 and

K + FMy||[vy|lp1p(r)
L — [Ly My |yl 19 (r) + Lo]

where, F'= supycor) [f(t,0)], K = supyepoq [k(t,0)|, L1 = maxiey (1(t) and
Ly = maxyey l2(t). Then the PBVP (1.1) has a solution on J.

(3.8)
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Proof. Let X = C(J,R). Define an open ball B,(0) centered at origin 0 of
radius r, where, the real number r satisfies the inequality (3.8). Define three

mappings A, B and C on B,(0) by

Ax(t) = f(t,z(t), te€J, (3.9)
T
Bzx(t) = /0 Ghu(t,s)gn(s,xz(s))ds, teJ (3.10)
and
Cz(t) = k(t,x(t)), te, (3.11)

Obviously A, B and C' define the operators A, B,C : B.(0) — X. Then the
integral equation (3.7) is equivalent to the operator equation

Ax(t) Bx(t) + Cx(t) = x(t), te (3.12)

We shall show that the operators A, B and C satisfy all the hypotheses of
Theorem 2.3.
We first show that A is a Lipschitz mapping on X. Let x,y € X. Then by

(As),
|Az(t) — Ay(t)] = | f(t,z(t)) — f(t, y(1))]
< 4 (t) [2(t) — y(t)]
<Lz -yl

for all t € J. Taking the supremum over ¢, we obtain
Az — Ay|| < La|z — y]|

for all z,y € X. So A is a Lipschitz mapping on X with the Lipschitz constant
Ly. Similarly, it can be shown that C is also a Lipschitz mapping with the
Lipschitz constant L.

Next we show that B is completely continuous on X. Using the standard
arguments as in Granas et al. [15], it is shown that B is a continuous operator

on X. We shall show that B(B,(0)) is a uniformly bounded and equicontinuous
set in X. Let x € B,(0) be arbitrary. Since g is Carathéodory, we have

T
|Ba(t)] = ]/0 Gl 9)gn (s, 2(s)) ds|
T
gméh@wmmw

T
=mAv@wmmw
< Myl o).
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Taking the supremum over ¢, we obtain ||Bz| < M for all z € B,(0), where
M = Mp||7y|| 119 (r) This shows that B(B,(0)) is a uniformly bounded set in X.
Next we show that B(B,(0)) is an equicontinuous set. To finish, it is enough
to show that ¢y = (Bx)’ is bounded on [0,T]. Now for any ¢ € [0,T7], one has

WOI=| [ oot msa()a

T
B ‘/0 (=h(s))Gn(t, S)Qh(s,x(s))ds‘
< H M|y Lrep(r)

= C’
where H = maxyc s h(t). Hence for any ¢,7 € [0,7] one has

|Bx(t) — Bx(t)| <cl|t—7]| =0 as t—T.

This shows that B(B,(0)) is an equi-continuous set in X. Now the set B(B5,(0))
is uniformly bounded and equi-continuous, so it is relatively compact by
Arzela-Ascoli theorem. As a result B is a compact and continuous opera-
tor on B,(0). Thus all the conditions of Theorem 2.3 are satisfied and a direct
application of it yields that either the conclusion (i) or the conclusion (ii)
holds. We show that the conclusion (ii) is not possible. Let u € X be a solu-
tion to x = A(Az Bx + Cz) such that ||u|]| = r. Then for any A € (0,1), we
have

T
u(t) = Nk(t,u(t)) + A [f(t, u(t))] </0 Gp(t, s)gn(s,u(s)) ds>

for t € J. Therefore,
T
()] < A Jk(t, u(t)] + ALt ()] (\ | Gntestants.uts) as )
< A(JR(t u(t) — k(t,0)] + [k(t,0))

T
AL ()] ( | Gnteslants. o)) ds)

T
< [talt) [u(®)] + K] + [640) [u(t)] + F] ( [ Milants.uts)) ds)
T
< Lolu(®)| + K + LiM, |u(®)| (/0 ~($)u(u(s))) ds)

w s ([ it as)
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< (LMl () + L] )] + K + FMyuylps(lel).— (313)

Taking the supremum over ¢ in the above inequality (3.13) yields

lul K + FMp|yl[pr¢o((ful) .
T 1= (LMl (llul)) + Lo
Substituting ||u| = 7 in above inequality yields
Lo K4 FMllpu)
T 1= [LiM|[yl o (r) + Lo

This is a contradiction to (3.8). Hence the conclusion (ii) of Corollary 2.1 does
not hold. Therefore the operator equation Az Bx + Cx = = and consequently
the PBVP (1.1) has a solution on J. This completes the proof. O

Remark 3.3. We note that in Theorem 3, we only require the hypothesis
(A1) to hold in [—r,7].

4. EXISTENCE OF EXTREMAL SOLUTIONS
We equip the space C(J,R) with the order relation < with the help of the
cone defined by
K={zeC(J,R):x(t) >0,Vt e J}. (4.1)

It is well known that the cone K is positive and normal in C'(J,R). We need
the following definitions in the sequel.

Definition 4.1. A function a € AC(J,R) is called a lower solution of the

PBVP (1.1) on J if the function t — (a(t)fzt kcfé)‘;(t))

) is absolutely contin-

uous on J, and

Z{a(t)f@kg;;(t))} <g(t,a(t)) ae teJ

a(0) < a(T).

Again, a function b € AC(J,R) is called an upper solution of the PBVP (1.1)
b(t) — k(t,b())

on J if the function t — ( ) is absolutely continuous on J, and

f(t,5(1))
i[’W] g(t,b(1)) ae. teJ

b(0) > b(T).
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Definition 4.2. A solution zj; of the PBVP (1.1) is said to be maximal if
for any other solution x to PBVP (1.1) one has x(t) < xp(¢) for all t € J.
Similarly, a solution x, of the PBVP (1.1) is said to be minimal if x,, (t) < z(t)
for all ¢ € J, where z is any solution of the PBVP (1.1) on J.

Remark 4.1. The upper and lower solutions of the PBVP (1.1) are respec-
tively the upper and lower solutions of the PBVP (3.5) and vice-versa. Simi-
larly, the maximal and minimal solutions of the PBVP (1.1) are respectively
the maximal and minimal solutions of the PBVP (3.5) and vice-versa.

4.1. Carathéodory case. We need the following definition in the sequel.

Definition 4.3. A function §: R — R is called nondecreasing if f(z) < f(y)
for all z,y € R with « < y. Similarly, §(z) is called increasing in z if f(z) <
f(y) for all z,y € R with z < y.

We consider the following set of assumptions:
(By) f: IXxR—-R"—{0}, gp:J xR —RF.

— k(0
z = k(0,2) is increasing in the real interval [ min a(t),

B;) Th i S e s
(B1) The mapping = — 70.2) mir

max b(t)].

(B2) The functions f(¢,x), k(t, z) and gx(t, z) are nondecreasing in x almost
everywhere for t € J.
(Bs) The PBVP (1.1) has a lower solution @ and an upper solution b on J
with a < b.
(B4) The function ¢ : J — R defined by
q(t) = gn(t,b(t)),
is Lebesgue integrable.

We remark that hypothesis (Bs) holds in particular if f is continuous and g is
L'-Carathéodory on J x R.

Remark 4.2. Assume that hypotheses (Bg)-(B4) hold. Then the function
t — gpn(t,z(t)) is Lebesgue integrable on J and

lgn(t 2(8))] = gat, 2(8)) < q(t) ae. t € J,
for all = € [a, b].

Remark 4.3. If the hypothesis (Bg) and (B1) holds, then the map z —
r—k(0,x) . . . .
———— = is injective and
f(0,z)

a(0) — k(0, a(0) < a(T) — k(T,a(T))
f(0,a(0)) = f(T,a(T))
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and b(0) — k(0,b(0)) _ b(T)  k(T,b(T))

£(0,0(0)) F(T,6(T))
Theorem 4.1. Suppose that the assumptions (Ag)—(A4) and (By)-(Ba ) hold.
Further if Ly My ||h||p1+La < 1, where q is given in Remark 4, L1 = max;ecy ¢1(t)
and Ly = maxscy l2(t), then PBVP (1.1) has a minimal and a maximal solu-
tion on J.

>

Proof. Now PBVP (1.1) is equivalent to integral equation (3.7) on J. Let X =
C(J,R). Define three operators A, B and C' on X by (3.9), (3.10) and (3.11)
respectively. Then integral equation (3.7) is transformed into an operator
equation Ax(t)Bz(t) + Cz(t) = x(t) in a Banach algebra X. Notice that (By)
implies A, B : [a,b] — K and C' : [a,b] — X. Note that condition (B;) provides
a < Aa Ba+ Ca and AbBb+ Cb < b. Since the cone K in X is normal, [a, b]
is a norm-bounded set in X. Now it is shown, as in the proof of Theorem 3,
that A and C' are Lipschitz mappings with the Lipschitz constants L; and
Ly respectively. Also B is completely continuous operator on [a, b]. Again the
hypothesis (Bg) implies that A, B and C are nondecreasing on [a,b]. To see
this, let x,y € [a,b] be such that = < y. Then by (Bs),

Ax(t) = f(t,z(t) < f(t,y(t) = Ay(t)
for all t € J. Again, we have

T
Bx(t):/o Gh(t,s)gn(s,z(s))ds

T
< [ Gultohgn(s.as)) ds
0
= By(t)
for all t € J. Similarly,

Ca(t) = k(t,z(t)) < k(t,y(t) = Cy(t)
So A, B and C are nondecreasing operators, A and B on [a,b] and C' on X.
Again, Lemma 3.1 and hypotheses (B1)-(Bz) together imply that

olt) < Ktoalt) + (1t [ " Gt hgn(s.a(s))) is)
< k(t.2(0) + (/ Gt 3)an(s,2(5)) s )
< k(t,b(t)) + ( Gn(t, s)gn(s,b(s))) ds )
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for all t € J and = € [a,b]. As a result a(t) < Az(t)Bx(t) + Cz(t) < b(t) for
all t € J and z € [a,b]. Hence, Az Bx + Cx € [a,b] for all z € [a,b]. Again,
M = [|B([a, b))
= sup{||Bz|| : = € [a, b]}

< {sup * Gt 5)lgn(s. ()] ds | = € o)

teJ

T

< Mh/ q(s) ds
0

= Mallqllz1-

Since L1 Mpl|q||z1 + L2 < 1, we apply Theorem 2.4 to the operator equation
Az Bx + Cx = z to yield that the PBVP (1.1) has a minimal and a maximal
solution in [a, b] defined on J. This completes the proof. O

4.2. Discontinuous case. We need the following definition in the sequel.

Definition 4.4. A mapping 3: J x R — R is said to be Chandrabhan if
(i) t — B(t,z(t)) is measurable for each x € C(J,R), and
(ii) = +— fB(t,x) is nondecreasing almost everywhere for ¢ € J.
Again, a Chandrabhan function §(t, z) is called L'-Chandrabhan if
(iii) for each real number 7 > 0 there exists a function h, € L*(J,R) such
that
1B(t,x)| < gr(t), ae teJ
for all z € R with |z| <.
Finally, a Chandrabhan mapping 3 is called Lﬁg—Chandrabhan if
(iv) there exists a function ¢ € L'(J,R) such that

1B(t,x)| < q(t), ae tel

for all z € R.
For convenience, the function ¢ is referred to as a bound function of /3.

We consider the following hypotheses in the sequel.

(C1) The function f:J x R — R — {0} is continuous.

(Ca) The function k : J x R — R is continuous.

(C3) The function f(t,z) and k(t,z) are nondecreasing in x almost every-
where for t € J.

(C4) The function g, defined by (3.6) is Chandrabhan.

Theorem 4.2. Suppose that the assumptions (Ag), (Bo)-(B1), (Bs)-(Bi) and
(Cy)-(Cy) hold. Then PBVP (1.1) has a minimal and a mazimal solution on
J.
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Proof. Now PBVP (1.1) is equivalent to integral equation (3.7) on J. Let
X = C(J,R). Define two operators A and B on X by (3.9), (3.10) and (3.11)
respectively. Then integral equation (3.7) is transformed into an operator
equation Az(t) Bx(t) + Cxz(t) = x(t) in a Banach algebra X. Notice that (By)
implies A, B : [a,b] — K. Note that condition (B1) provides a < Aa Ba + Ca
and Ab Bb+Cb < b. Since the cone K in X is normal, [a,b] is a norm bounded
set in X.

Step I : First we show that A is completely continuous on [a,b]. Now
the cone K in X is normal, so the order interval [a, b] is norm-bounded in X.
Hence there exists a constant » > 0 such that ||z|| < r for all x € [a,b]. As fis
continuous on compact J x [—r,r], it attains its maximum, say M. Therefore,
for any subset S of [a, b] we have

JA(S)|lp = sup{||Az] : = € S}
= sup{sup|f(t,x(t))] RS S}
teJ

< sup{?el?\f(t,:c)] tx € [—r,r]}
< M.

This shows that A(S) is a uniformly bounded subset of X.
Next we note that the function f(¢,z) is uniformly continuous on [0, 7] x
[—r,7]. Therefore for any ¢, 7 € [0,T], we have

[f(t,2) = f(r,2)| = Oast — 7
for all z € [—r,r]. Similarly, for any z,y € [—r, 7]

‘f(t,.’E) _f(tay)’ —>Oasx—>y

for all t € [0,T]. Hence for any ¢,7 € [0,7] and for any = € S one has

|Az(t) — Az(7)| = [f (&, 2(t)) — f(7,2(7))|
< [f(2(t) = f(m2(@)] + |f (7, 2() = f7,2(7))]

—0 as t—T.

This shows that A(S) is an equi-continuous set in X. Now an application of
Arzela-Ascoli theorem yields that A is a completely continuous operator on
[a, b].

Step II : Next we show that B is a totally bounded operator on [a, b]. To
finish, we shall show that B(S) is uniformly bounded and equi-continuous set
in X for any subset S of [a,b]. Since the cone K in X is normal, the order
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interval [a, b] is norm-bounded. Let y € B(S) be arbitrary. Then,

/Ghtsghsx())d

for some x € S. By hypothesis (Bsz) one has
T
w(0) = [ Galtlans.as))] ds

T
SMh/ q(s)ds
0

< Myflhll 1.

Taking the supremum over t,

lyll < Mhllgll

which shows that B(S) is a uniformly bounded set in X. Similarly, let t,7 € J.

To finish, it is enough to show that ¢y’ is bounded on [0,7]. Now for any
tel0,T],

() < ‘/ —Gh t,s \gh(s,x(s))|ds‘

- \/ $)Gi(t, 9)lgn(s, 2(5))] ds|
< K Myl|ql| 2
=c.
where H = maxc s |h(t)|. Hence for any ¢,7 € [0, 7], one has
ly@t) —y(r)| <clt—7|—0 as t—T.

This shows that B(S) is an equi-continuous set of functions in [a,b] for all
S C [a,b]. Now B(S) is a uniformly bounded and equi-continuous, so it is
totally bounded by Arzela-Ascoli theorem. It can be shown as in the case
of operator A that the operator C is also totally bounded. Thus all the
conditions of Theorem 2.5 are satisfied and hence an application of it yields
that the PBVP (1.1) has a maximal and a minimal solution in [a, b] defined
on J. O

Theorem 4.3. Suppose that the assumptions (Ag), (Bo)-(Bs) and (Cs)-(Cy)
hold. Further if

LthHQHLl + Ly < 1,

where q is given in (By), L1 = maxycy ¢1(t) and Lo = maxycy lo(t), then the
PBVP (1.1) has a minimal and a mazimal solution in |a,b] defined on J.
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Proof. Now PBVP (1.1) is equivalent to integral equation (3.7) on J. Let X =
C(J,R). Define three operators A, B and C' on X by (3.9), (3.10) and (3.11)
respectively. Then the integral equation (3.7) is transformed into an operator
equation Ax(t) Bx(t)+Cx(t) = x(t) in the Banach algebra X. Notice that (By)
implies A, B : [a,b] — K. Note that condition (B1) provides a < Aa Ba + Ca
and Ab Bb+Cb < b. Since the cone K in X is normal, [a,b] is a norm bounded
set in X. Now it can be shown as in the proofs of Theorem 3 and Theorem
4.1 that the operators A and C are Lipschitz with the Lipschitz constants
«a = Ly and B = Lo respectively. Again, B is a totally bounded operator with
M = [ B(la, )|l = Mallallp:. Since aM + 8 = Ly My|lglls + Ly < 1, the
desired conclusion follows by an application of Theorem 2.4. O

Theorem 4.4. Suppose that the assumptions (A1), (Az2), (Bo),(B2)-(Bs) and
(C3)-(Cy) hold. Further, if LiMy||q|| 1 < 1, where q is given in (Bs) and L1 =
maxecy £1(t), then the PBVP (1.1) has a minimal and a mazimal solution in
[a,b] defined on J.

Proof. Now PBVP (1.1) is equivalent to the integral equation (3.7) on J. Let
X = C(J,R). Define three operators A, B and C on X by (3.9), (3.10) and
(3.11) respectively. Then the integral equation (3.7) is transformed into an
operator equation Axz(t) Bx(t)+Cz(t) = x(t) in the Banach algebra X. Notice
that (Bg) implies A, B : [a,b] — K. Since the cone K in X is normal, [a, b] is
a norm bounded set in X. Now it can be shown as in the proof of Theorem 3
that the operator A is Lipschitz mapping with the Lipschitz constant @ = Ly
and B is a completely continuous operator on [a,b] with M = ||B([a,b])|| =
Myllqllzr- Again, following the arguments similar to Step I in the proof of
Theorem 4.2, it is shown that C' is a totally bounded operator on [a, b]. Since
aM = Ly My||q||;r < 1, the desired conclusion follows by an application of
Theorem 2.11. g

Theorem 4.5. Suppose that the assumptions (Ao), (As), (Bo)-(B1), (Bs) and
(C1), (C5)-(Cy) hold. Then the PBVP (1.1) has a minimal and a mazimal

solution in [a,b] defined on J.

Proof. The proof is similar to Theorem 4.2 and now the desired conclusion
follows by an application of Theorem 2.12. O

5. AN EXAMPLE

Given the closed and bounded interval J = [0, 1] in R, consider the nonlinear
PBVP

— , a.e teJ
32 1+ |z(t)] (5.1)

2(0) = (1),

d [:U(t) - k(t,x(t))} _ lz(t)]  x(t) — gisinx(t)
dt f(t, z(t))



Periodic boundary value problems in Banach algebras 351

where the functions f: J x R - R — {0}, k:J x R — R are defined by
1
flt,z) =1+ |z|, and k(t,z)= 3—2$inx.

Obviously f : J x R — Rt — {0} is continuous and the functions ¢t — f(t,x)
and t — k(t,z) are periodic of period T' =1 for all x € R. Define a function

g:J xR —R by

_@ x—3—128ina:

t = _
gt z) = o e
Now consider the PBVP

2(t) - fysina(t)\ a(t) - gysina) _|a)]
1+ |2(0)] Tl om o YOS gy

z(0) = z(1).

It is easy to verify that f is continuous and Lipschitz on J x R with a Lipschitz
function ¢ (t) = 1 for all ¢t € J. Here h(t) = 1, and so M}, = Ll' Also, here
e f—

we have F' = sup|f(t,0)| = 1. Now the real number r = 4 satisfies condition
teJ

(3.8) of Theorem 3 with (t) = 3% for all t € J and ¥(r) = r for all r € RT.

Note that, in this case, K = sup |k(t,0)| =0, h is bounded and besides,
te[0,T]

x—k:((),m)_x—:g—gsin:r
fO,z)  1+]al

is (strictly) increasing in the interval [—4,4]. Therefore, an application of
Theorem 3 yields that the PBVP (5.1) has a solution w on J with |ju|| < 4.

T —
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