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Abstract. We provide new semilocal convergence results for Newton–like method using
outer inverses but no Lipschitz conditions in a Banach space setting. The first is the
Kantorovich–type approach, whereas the second uses our new concept of recurrent functions.
Comparisons are given between the two techniques. Our results are compared favorably with
earlier ones using the information and requiring the same computational cost. Numerical
examples are also provided in this study.

1. Introduction

In this study we are concerned with the problem of approximating a locally
unique solution x? of the equation

Q F (x) = 0, (1.1)

where, F is a Fréchet–differentiable operator defined on an open convex subset
D of a Banach space X with values in Banach space Y, and Q ∈ L(Y,X ) the
space of bounded linear operators from Y into X .
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The field of computational sciences has seen a considerable development
in mathematics, engineering sciences, and economic equilibrium theory. For
example, dynamic systems are mathematically modeled by difference or differ-
ential equations, and their solutions usually represent the states of the systems.
For the sake of simplicity, assume that a time–invariant system is driven by
the equation ẋ = T (x), for some suitable operator T , where x is the state.
Then the equilibrium states are determined by solving equation (1.1). Similar
equations are used in the case of discrete systems. The unknowns of engineer-
ing equations can be functions (difference, differential, and integral equations),
vectors (systems of linear or nonlinear algebraic equations), or real or complex
numbers (single algebraic equations with single unknowns). Except in special
cases, the most commonly used solution methods are iterative–when starting
from one or several initial approximations a sequence is constructed that con-
verges to a solution of the equation. Iteration methods are also applied for
solving optimization problems. In such cases, the iteration sequences converge
to an optimal solution of the problem at hand. Since all of these methods have
the same recursive structure, they can be introduced and discussed in a general
framework. We note that in computational sciences, the practice of numer-
ical analysis for finding such solutions is essentially connected to variants of
Newton’s method.

We shall use the Newton–like method (NLM)

xn+1 = xn −A(xn)# F (xn) (n ≥ 0) (x0 ∈ D) (1.2)

to generate a sequence {xn} approximating x?. Here, A(xn) ∈ L(X ,Y) is an
approximation of the Fréchet–derivative F ′(xn), and A(xn)# denotes an outer
inverse of A(xn), i.e.,

A(xn)#A(xn)A(xn)# = A(xn)# (n ≥ 0).

This general setting includes generalized Newton methods (GNM) for un-
determined systems, the Gauss–Newton method (GNM) for nonlinear least–
squares problems, a Newton–type method suitable for ill–posed equations, and
Newton–type method for solving equations provided that A(x)# = A(x)−1

(x ∈ D) [1]–[23]. Outer inverses and generalized inverses have been used by
several authors in connection with (NLM). A survey of such results can be
found in [3] (see also [4], [7], [17]).

The Lipschitz condition

‖ F ′(x)− F ′(y) ‖≤ H ‖ x− y ‖ for all x, y ∈ D (1.3)

is the crucial hypothesis in the convergence analysis of (NLM). However, they
are many examples in the litterature, where (1.3) is vilated [3] (see also Ex-
ample 5.1 in this study). Here, we expand the applicability of (NLM) by
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considering instead of (1.3) condition

‖ F (x)− F (y)− F ′(x) (x− y) ‖≤ H ‖ x− y ‖2 for all x, y ∈ D. (1.4)

Note that (1.3) implies (1.4) but not necessarily vice versa. Simply, let
X = Y = R, and consider the function

F (x) =
H

2
x2.

It turns out that (1.4) can replace (1.3) in all convergence results [14], [17],
involving the latter without changing the rest of the hypotheses (see Theorems
3.1, 3.3, 4.4, and Corollary 3.2).

The paper is organized as follows. Section 2 contains some Banach–type
perturbations lemmas for outer inverses. A Kantorovich–type semilocal con-
vergence analysis for (NLM) is provided in Section 3. Using our new concept of
recurrent functions, we provide in Section 4 a different semilocal convergence
than in Section 3. Comparisons between the two techniques are provided.
Finally, in Section 5, we present some numerical examples.

2. Preliminaries

In order for us to make the study as self contained as possible, we provide
some results on perturbations bounds for outer inverses that can originally be
found in [17] (see also [3]). For a comprehensive theory of various inverses in
Banach spaces, see [7], [16]. Let A be a linear operator. Then, N (A), R(A)
denote the null space, and range of A, respectively. We need the following
Lemmas. The proofs can be found in [17].

Lemma 2.1. Let A ∈ L(X ,Y). If A# is a bounded outer inverse of A. Then
the following direct sum decomposition hold:

X = R(A#)⊕N (A#A),

and
Y = N (A#)⊕R(AA#).

Lemma 2.2. Let A ∈ L(X ,Y), and A# is a bounded outer inverse of A.
Let B ∈ L(X ,Y) be such that ‖ A# (B − A) ‖< 1. Then B# := (I +
A# (B − A))−1A# is a bounded outer inverse of B, with N (B#) = N (A#),
and R(B#) = R(A#). Moreover, the following hold:

‖ B# −A# ‖≤ ‖ A
# (B −A)A# ‖

1− ‖ A# (B −A) ‖
≤ ‖ A

# (B −A) ‖ ‖ A# ‖
1− ‖ A# (B −A) ‖

,

and

‖ B#A ‖≤ 1

1− ‖ A# (B −A) ‖
.
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Lemma 2.3. Let A,B ∈ L(X ,Y), and A#, B# are a bounded outer inverses
of A and B, respectively. Then B# (I − AA#) = 0 if and only if N (A#) ⊂
N (B#).

3. Semilocal analysis of (NLM)

We shall show the following semilocal convergence theorem for (NLM).

Theorem 3.1. Let F : D ⊆ X → Y be a Fréchet–differentiable operator.
Assume:

(a) there exist an approximation A(x) ∈ L(X ,Y) of F ′(x), an open convex
subset D0 of D, x0 ∈ D0, a bounded outer inverse A# of A(x0) := A,
and constants η > 0, K > 0, M > 0, L > 0, µ ≥ 0, ` ≥ 0 such that
for all x, y ∈ D0, the following hold:

‖ A# F (x0) ‖≤ η, (3.1)

‖ A# (F (x)− F (y)− F ′(y) (x− y)) ‖≤ K

2
‖ x− y ‖2, (3.2)

‖ A# (F ′(x)−A(x)) ‖≤M ‖ x− x0 ‖ +µ, (3.3)

and

‖ A# (A(x)−A(x0)) ‖≤ L ‖ x− x0 ‖ +`; (3.4)

(b)

b = µ+ ` < 1, (3.5)

h = σ η ≤ (1− b)2

2
, (3.6)

where,

σ := max {K,M + L},

U(x0, t
?) = {x ∈ X : ‖ x− x0 ‖≤ t?} ⊆ D0,

and

t? =
1− b−

√
(1− b)2 − h
σ

.

Then,

(i) Sequence {xn} (n ≥ 0) generated by (NLM) with

A(xn)# = [I +A# (A(xn)−A(x0))]
−1 A#

is well defined, remains in U(x0, t
?) for all n ≥ 0, and converges to a

solution x? of equation A# F (x) = 0;
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(ii) The solution x? is unique in Ũ(x0, t
?) ∩R(A#, x0), where,

Ũ(x0, t
?) =


U(x0, t

?) ∩ D0 if h =
(1− b)2

2

U(x0, t
??) ∩ D0 if h <

(1− b)2

2
,

t?? is the large zero of function f given by

f(s) =
σ

2
s2 − (1− b) s+ η

and

R(A#, x0) ≡ R(A#) + x0 = {x+ x0 : x ∈ R(A#)}.
Moreover, define function q by

q(s) = 1− Ls− ` (3.7)

and

sequence {tn} (n ≥ 0) by

t0 = 0, t1 = η, tn+2 = tn+1 +
f(tn+1)

q(tn+1)
(n ≥ 0). (3.8)

Then, the following estimates hold for all n ≥ 0

‖ xn+1 − xn ‖≤ tn+1 − tn, (3.9)

and
‖ xn − x? ‖≤ t? − tn. (3.10)

Proof. We shall show using induction on m, that (3.9) holds. Estimate (3.10)
will then follow from (3.9) using standard majorization techniques [3], [15].

By the initial conditions, we have

‖ x1 − x0 ‖≤ t1 − t0,
and (3.9) holds for m = 0. Using (3.4), we get:

‖ A# (A(x1)−A) ‖≤ L ‖ x1 − x0 ‖ +` ≤ L t1 + ` ≤ L t? + ` < 1. (3.11)

From perturbation Lemma 2.2, and (3.11), we obtain that A(x1)
# := (I +

A# (A(x1)−A))−1 A# is an outer inverse of A(x1). Moreover

‖ A(x1)
# A ‖≤ (1− L ‖ x1 − x0 ‖ −`)−1 ≤ (1− L t1 − `)−1,

and N (A(x1)
#) = N (A#). Assume that for 1 ≤ m ≤ k:

‖ xm − xm−1 ‖≤ tm − tm−1,
and

N (A(xm−1)
#) = N (A#).
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Then

‖ xm − x0 ‖≤
m∑
i=1

(ti − ti−1) ≤ tm − t0 = tm, (3.12)

and

N (A(xm)#) = N (A(xm−1)
#) = N (A#). (3.13)

Hence, we have by (1.2) and Lemma 2.3:

A(xm)# (I −A(xm−1) A(xm−1)
#) = 0

and

xm+1 − xm
= −A(xm)# F (xm)
= −A(xm)# (F (xm)−A(xm−1) (xm − xm−1)
−A(xm−1)A(xm−1)

#F (xm−1))
= −A(xm)# (F (xm)− F (xm−1)−A(xm−1) (xm − xm−1))
= −A(xm)# (F (xm)− F (xm−1)− F ′(xm−1) (xm − xm−1)

+(F ′(xm−1)−A(xm−1)) (xm − xm−1))

(3.14)

We have by (3.13), and Lemma 2.3:

A(xm)# (I −A A#) = 0.

In view of (3.2)–(3.4), (3.12), and (3.14)

‖ xm+1 − xm ‖

≤‖ A(xm)#A ‖
(
‖ A#(F (xm)− F (xm−1)

−F ′(xm−1)(xm − xm−1)) ‖

+ ‖ A#(F ′(xm−1)−A(xm−1)) ‖‖ xm − xm−1 ‖
)

≤ 1

1− Ltm − `

(
K

2
‖ xm − xm−1 ‖2

+(M ‖ xm−1 − x0 ‖ +µ) ‖ xm − xm−1 ‖
)

≤ 1

1− Ltm − `

(
σ

2
(tm − tm−1) +Mtm−1 + µ

)
(tm − tm−1)

= tm+1 − tm,

(3.15)

which completes the induction. Hence, we have for any m:

‖ xm+1 − xm ‖≤ tm+1 − tm,

‖ A# (A(xm+1)−A) ‖≤ L ‖ xm+1 − x0 ‖ +` ≤ L tm+1 + ` ≤ L t? + ` < 1,

‖ xm − x0 ‖≤ tm ≤ t?,



On the convergence of Newton–like methods using outer inverses 259

and A(xm+1)
# := (I +A# (A(xm+1)−A))−1 A# is an outer inverse of A(x).

It follows that xm ∈ U(x0, t
?), m ≥ 0, and {xm} converges to a point x? in

U(x0, t
?). The point x? is a solution of A# F (x) = 0. Indeed, by definition

A(xm)# = (I +A# (A(xm)−A))−1 A#, for all m,

and

0 = lim
m−→∞

(I +A# (A(xm)−A)) (xm − xm−1)
= lim

m−→∞
A# F (xm) = A# F (x?).

Hence, x? solves equation A# F (x?) = 0.

To show that x? is the unique solution of equation (1.1) in Ũ(x0, t
?) ∩

R(A#, x0), let y? 6= x? such that y? ∈ Ũ(x0, t
?)∩R(A#, x0), and A# F (y?) =

0. Then y? − x? ∈ R (A#), and

A#A (y? − xk) = A#A (y? − x0) +A#A (xk − x0) = y? − xk, for k ≥ 0.

By Lemma 2.2, we have R (A(xm)#) = R (A#), for all m ≥ 0, so

xm+1 − xm = −A(xm)# F (xm) ∈ R (A(xm)#) = R (A#).

Furthemore, using Lemma 2.1, we have R (A#) = R (A#A), and xm+1 ∈
xm +R (A#), for all m ≥ 0. We also have the estimate

‖ y? − x1 ‖ = ‖ y? − x0 +A# F (x0)−A# F (y?) ‖
≤ ‖ A# (F (y?)− F (x0)− F ′(x0) (y? − x0)) ‖

+ ‖ A# (F ′(x0)−A) ‖ ‖ y? − x0 ‖

≤
(
σ

2
‖ y? − x0 ‖ +`+ µ

)
‖ y? − x0 ‖

= φ(‖ y? − x0 ‖),

(3.16)

where,

φ(s) =
σ

2
s2 + (`+ µ) s.

Since

‖ y? − x0 ‖≤‖ y? − x1 ‖ + ‖ x1 − x0 ‖≤ φ(‖ y? − x0 ‖) + η

then, φ(‖ y? − x0 ‖) ≥ 0. Consequently, y? ∈ U(x0, t
?).

We prove by induction that

‖ y? − xm ‖≤ t? − tm, for m ≥ 0. (3.17)
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Inequality (3.17) holds for m = 0 since y? ∈ U(x0, t
?). Suppose that (3.17)

holds for m. As in (3.14) and (3.15), we have the estimation:

‖ y? − xm+1 ‖

≤‖ A(xm)# A ‖
(
‖ A# (F (y?)− F (xm)− F ′(xm) (y? − xm)) ‖

+ ‖ A# (F ′(xm)−A(xm)) ‖ ‖ y? − xm ‖
)

≤ (1− `− Ltm)−1
(
K

2
‖ y? − xm ‖2

+(M ‖ xm − x0 ‖ +µ) ‖ y? − xm ‖
)

≤ (1− `− Ltm)−1
(
σ

2
(t? − tm) +Mtm + µ

)
(t? − tm)

≤ t? − tm+1.

(3.18)

which complete the induction for (3.17). It follows by (3.18) that lim
m−→∞

xm =

y?. But we showed lim
m−→∞

xm = x?. Hence, we deduce x? = y?. That com-

pletes the proof of Theorem 3.1. �

Corollary 3.2. Under the hypotheses of Theorem 3.1 with A(x) = F ′(x) (x ∈
D0), the method (1.2) with A(xn) := F ′(xn) (n ≥ 0) converges quadratically

to a solution x? ∈ Ũ(x0, t
?) ∩R(A#, x0) of equation F ′(x0)

# F (x) = 0.

Proof. Hypothese (3.1)–(3.6) of Theorem 3.1 become (for A(x) = F ′(x), x ∈
D0):

‖ F ′(x0)# F (x0) ‖≤ η,

‖ F ′(x0)# (F (x)− F (y)− F ′(y) (x− y)) ‖≤ K

2
‖ x− y ‖2, (3.19)

‖ F ′(x0)# (F ′(x)− F ′(x0)) ‖≤ K0 ‖ x− x0 ‖, (3.20)

K η ≤ 1

2
, (3.21)

U(x0, t
?) ⊆ D0,

and

t? =
1−
√

1−K η

K
.

Using the uniqueness part of the proof of Theorem 3.1, and (3.18), we have
y? = x?, and
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‖ x? − xm+1 ‖
≤‖ F ′(xm)# F ′(x0) ‖
× ‖ F ′(x0)# (F (x?)− F (xm)− F ′(xm) (x? − xm)) ‖

≤ (1−K0 t
?)−1

K

2
‖ x? − xm ‖2 .

(3.22)

That completes the proof of Corollary 3.2. �

We now state a generalization of an affine invariant version of Mysovskii–
type theorem. The proof as similar to one in Theorem 3.1 is omitted (see also
[17]).

Theorem 3.3. Let F : D ⊆ X → Y be a Fréchet–differentiable operator.
Assume there exist an approximation A(x) ∈ L(X ,Y) of F ′(x), an open convex
subset D0 of D, x0 ∈ D0, a bounded outer inverse A# of A(x0) := A, and
constants η > 0, K > 0, such that for all x, y ∈ D0, the following hold:

N (A(x)#) = N (A#), ‖ A# F (x0) ‖≤ η,

‖ A# (F (x)− F (y)− F ′(y) (x− y)) ‖≤ K

2
‖ x− y ‖2,

h ≡ 1

2
K η ≤ 1,

and

U(x0, r) ⊆ D0,

where,

r =
η

1− h
.

Then, sequence {xn} (n ≥ 0) generated by (NLM) with N (A(xk)#) = N (A#)
is well defined, remains in U(x0, r) for all n ≥ 0, and converges to a solution
x? of equation A# F (x) = 0.

Remark 3.4. (i) If (3.2) is replaced by stronger condition

‖ A# (F ′(x)− F ′(y)) ‖≤ K ‖ x− y ‖, for all x, y ∈ D0, (3.23)

then, our Theorem 3.1 reduces to [17, Theorem 3.1 p. 141, 142]. Oth-
erwise it constitues an improvement, since (3.23) implies (3.2), but
not vice versa.

(ii) Condition (3.20) is only used to show (3.22). However, in the next
section, we shall show that condition (3.20) in combination with (3.2)
can be used to generate more precise majorizing sequences than Theo-
rem 3.1, and weaker sufficient convergence conditions than in Theorem
3.1 and Corollary 3.2 provided that K0 < K.
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(iii) Condition (3.2) can be replaced by

‖ A# (F (x)−F (y)−F ′(y) (x− y)) ‖≤ K1 ‖ F ′(y) (x− y) ‖ ‖ x− y ‖, (3.24)

and

‖ F (y) ‖≤ K2, (3.25)

for all x, y ∈ D0, (see [14]),

or

‖ A#(F (x)− F (y)− F ′(y)(x− y)) ‖≤ K3 ‖ F (x)− F (y) ‖‖ x− y ‖, (3.26)

and

‖ F (x)− F (y) ‖≤ K4, (3.27)

for all x, y ∈ D0.
In the case of conditions (3.24), and (3.25), we can set K = 2K1K2,
wheras when (3.26), and (3.27) hold, we let K = 2K3K4.

(iv) If Lipschitz–type condition of Theorem 3.3 is replaced by stronger

‖ A# (F ′(x+ t (y − x))− F ′(x)) ‖≤ K t ‖ x− y ‖,

for all x, y ∈ D0, and t ∈ [0, 1], then Theorem 3.3 reduces to [17,
Theorem 3.2, p. 247].

4. Semilocal convergence for (GNLM)

We shall consider the more general equation

A# (F (x) +G(x)) = 0, (4.1)

where, G : D −→ Y is a continuous operator.
The corresponding general Newton–like method (GNLM) to (4.1) is given

by

xn+1 = xn −A(xn)# (F (xn) +G(xn)) (n ≥ 0) (x0 ∈ D). (4.2)

We use our new concept of recurrent function to study the semilocal con-
vergence of (GNLM). First, we need the following results on the convergnce
of majorizing sequences for (GNLM).

Lemma 4.1. ([5]) Assume there exist constants K > 0, M > 0, µ ≥ 0, L > 0,
and η > 0, such that:

2 M < K; (4.3)

Quadratic polynomial f1 given by

f1(s) = 2 L η s2 −
(

2 (1− L η)−K η

)
s+ 2 (M η + µ), (4.4)
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has a root in (0, 1), denoted by
δ

2
,

and

for

δ0 =
K η + 2 µ

1− L η
, (4.5)

α =
2 (K − 2 M)

K +
√
K2 + 8 L (K − 2 M)

, (4.6)

the following holds

δ0 ≤ δ ≤ 2 α. (4.7)

Then, scalar sequence {tn} (n ≥ 0) given by

t0 = 0, t1 = η,

tn+2 = tn+1 +
K (tn+1 − tn) + 2 (M tn + µ)

2 (1− L tn+1)
(tn+1 − tn)

(4.8)

is increasing, bounded from above by

t?? =
2 η

2− δ
, (4.9)

and converges to its unique least upper bound t? ∈ [0, t??]. Moreover the fol-
lowing estimates hold for all n ≥ 1:

tn+1 − tn ≤
δ

2
(tn − tn−1) ≤

(
δ

2

)n

η, (4.10)

and

t? − tn ≤
2 η

2− δ

(
δ

2

)n

. (4.11)

Remark 4.2. The hypotheses of Lemma 4.1 have been left as uncluttered as
possible. Note that these hypotheses involve only computations only at the
initial point x0. Next, we shall provide some simpler but stronger hypotheses
under which the hypotheses of Lemma 4.1 hold.

Lemma 4.3. ([5]) Let K > 0, M > 0, µ > 0, with L > 0, and η > 0, be such
that:

µ < α, 2 M < K,

and

0 < hA = a η ≤ 1

2
, (4.12)
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where,

a =
1

4 (α− µ)
max{2 L α2 + 2 L α+K α+ 2 M, K + 2 α L}. (4.13)

Then, the following hold:

f1 has a positive root
δ

2
,

max{δ0, δ} ≤ 2 α,

and

the conclusions of Lemma 4.1 hold, with α replacing
δ

2
.

We show the semilocal convergence theorem for (GNLM) using outer in-
verses.

Theorem 4.4. Let F : D ⊆ X → Y be a Fréchet–differentiable operator,
and G : D → Y a continuous operator. Assume there exist an approximation
A(x) ∈ L(X ,Y) of F ′(x), an open convex subset D0 of D, x0 ∈ D0, a bounded
outer inverse A# of A(x0) := A, and constants η > 0, K > 0, M > 0, L > 0,
µ0, µ1 ≥ 0, ` ≥ 0 such that for all x, y ∈ D0:

‖ A# F (x0) ‖≤ η, (4.14)

‖ A# (F (x)− F (y − F ′(y) (x− y)) ‖≤ K

2
‖ x− y ‖2, (4.15)

‖ A# (F ′(x)−A(x)) ‖≤M ‖ x− x0 ‖ +µ0, (4.16)

‖ A# (G(x)−G(y)) ‖≤ µ1 ‖ x− y ‖, (4.17)

‖ A# (A(x)−A(x0))] ‖≤ L ‖ x− x0 ‖ +`, (4.18)

and Hypotheses of Lemmas 4.1 or 4.3. Then, sequence {xn} (n ≥ 0) generated
by (GNLM) with

A(xn)# = [I +A# (A(xn)−A(x0))]
−1 A# (4.19)

is well defined, remains in U(x0, t
?) for all n ≥ 0, and converges to a solution

x? of equation A# F (x) = 0. Moreover, the following estimates hold for all
n ≥ 0

‖ xn+1 − xn ‖≤ tn+1 − tn, (4.20)

and
‖ xn − x? ‖≤ t? − tn, (4.21)

where, {tn} is given by (4.8), with µ = µ0 + µ1.
Furthemore, the solution x? of equation (4.1) is unique in U(x0, t

?) provided
that (

K

2
+M + L

)
t? + µ+ ` < 1. (4.22)
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Proof. We shall show using induction on m, that (4.20) holds. Estimate (4.21)
will then follow from (3.9) using standard majorization techniques [3], [15]. By
the initial conditions, we have

‖ x1 − x0 ‖≤ t1 − t0,

and (4.20) holds for m = 0. Using (4.18), we get:

‖ A# (A(x1)−A) ‖≤ L ‖ x1 − x0 ‖ +` ≤ L t1 + ` ≤ L t? + ` < 1. (4.23)

From Lemma 2.2, and (4.23), we obtain that A(x1)
# := (I + A# (A(x1) −

A))−1 A# is an outer inverse of A(x1). Moreover

‖ A(x1)
# A ‖≤ (1− L ‖ x1 − x0 ‖ −`)−1 ≤ (1− L t1 − `)−1,

and N (A(x1)
#) = N (A#). Assume that for 1 ≤ m ≤ k:

‖ xm − xm−1 ‖≤ tm − tm−1,

and

N (A(xm−1)
#) = N (A#).

Then

‖ xm − x0 ‖≤ tm − tm−1,

and

N (A(xm)#) = N (A(xm−1)
#) = N (A#).

Hence, we have by (4.2), and Lemma 2.3:

A(xm)# (I −A(xm−1) A(xm−1)
#) = 0

and

xm+1 − xm
= −A(xm)#(F (xm) +G(xm))

= −A(xm)#
(

(F (xm)− F (xm−1)− F ′(xm−1)(xm − xm−1))

+(F ′(xm−1)−A(xm−1))(xm−xm−1)+(G(xm)−G(xm−1))

)
,

(4.24)

We have by Lemma 2.3:

A(xm)# (I −A A#) = 0.
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In view of hypotheses of Thoerem and (4.24)

‖ xm+1 − xm ‖

≤‖ A(xm)#A ‖
{

(F (xm)− F (xm−1)− F ′(xm−1) (xm − xm−1))

+ ‖ A# (F ′(xm−1)−A(xm−1)) ‖‖ xm − xm−1 ‖

+ ‖ A# (G(xm)−G(xm−1)) ‖
}

≤ 1

1− L tm − `

(
K

2
‖ xm − xm−1 ‖2

+(M ‖ xm−1 − x0 ‖ +µ) ‖ xm − xm−1 ‖
)

≤ 1

1− L tm − `

(
K

2
(tm − tm−1) +M tm−1 + µ

)
(tm − tm−1)

= tm+1 − tm,

(4.25)

which completes the induction. Hence, we have for any m:

‖ xm+1 − xm ‖≤ tm+1 − tm,

‖ A# (A(xm+1)−A) ‖≤ L ‖ xm+1 − x0 ‖ +` ≤ L tm+1 + ` ≤ L t? + ` < 1,

‖ xm − x0 ‖≤
m∑
i=1

(ti − ti−1) ≤ tm − t0 = tm,

and A(xm+1)
# := (I +A# (A(xm+1)−A))−1 A# is an outer inverse of A(x).

It follows that xm ∈ U(x0, t
?), m ≥ 0, and {xm} converges to a point x? in

U(x0, t
?). The point x? is a solution of A# (F (x) + G(x)) = 0. Indeed, by

definition

A(xm)# = (I +A# (A(xm)−A))−1 A#, for all m,

and

0 = lim
m−→∞

(I +A# (A(xm)−A)) (xm − xm−1)
= lim

m−→∞
A# (F (xm) +G(xm)) = A# (F (x?) +G(x?)).

Hence, x? solves equation A# (F (x?) +G(x?)) = 0.
Finally to show that x? is the unique solution of equation (1.1) in U(x0, t

?),
as in (3.14) and (3.15), we get in turn for y? ∈ U(x0, t

?), with A# (F (y?) +
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G(y?)) = 0, the estimation:

‖ y? − xm+1 ‖

≤‖ A(xm)#A ‖
{

(F (y?)− F (xm)− F ′(xm) (y? − xm))

+‖ A#(F ′(xm)−A(xm)) ‖‖ y? − xm ‖

+ ‖ A#(G(xm) −G(y?)) ‖
}

≤ (1− `− L tm)−1
(
K

2
‖ y? − xm ‖2

+(M ‖ xm − x0 ‖ +µ) ‖ y? − xm ‖
)

≤ (1− `− L tm)−1
(
K

2
(t? − tm) +M tm + µ

)
‖ y? − xm ‖

≤ (1− `− L t?)−1
(
K

2
(t? − t0) +M t? + µ

)
‖ x? − xm ‖

<‖ y? − xm ‖,

(4.26)

by the uniqueness hypothesis (4.22). It follows by (4.26) that lim
m−→∞

xm = y?.

But we showed lim
m−→∞

xm = x?. Hence, we deduce x? = y?. That completes

the proof of Theorem 4.4. �

Remark 4.5. (i) The point t? can be replaced by t??, given in closed form
by (4.9) in all hypotheses of Theorem 4.4.

(ii) If (4.15) is replaced by stronger condition

‖ A# (F ′(x)− F ′(y)) ‖≤ K ‖ x− y ‖, for all x, y ∈ D0,

then, our Theorem 4.4 reduces to [17, Theorem 2.4].
(iii) If G = 0, majorizing sequence {tn} given by (4.8) is finer than {tn}

given in Theorem 3.1 (see also [5, Proposition 2.7, p. 123] for the
proof).

(iv) If A(x)# = A# (x0 ∈ D0), and G = 0 (Newton’s method), then Kan-
torovich hypothesis (3.21) can be replaced by weaker (if K0 < K)

hK = K η ≤ 1

2
, (4.27)

where,

K =
1

8

(
K + 4K0 +

√
K2 + 8KK0

)
,

and the constant K0 satisfies the center–Lipschitz condition

‖ A# (F ′(x)− F ′(x0)) ‖≤ K ‖ x− x0 ‖, for all x ∈ D0. (4.28)
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Note also that

K0 ≤ K (4.29)

holds in general, and
K

K0
can be arbitrarily large [2]–[5].

5. Examples

In this section, we provide some examples. For simplicity, we set A(x) =
F ′(x), A# (x) = A(x)−1, and G(x) = 0 (x ∈ D0).

Example 5.1. We consider the integral equation

u(s) = f(s) + %

∫ b

a
G(s, t)u(t)1+

1
n dt, n ∈ N.

Here, f is a given continuous function satisfying f(s) > 0, s ∈ [a, b], % is a
real number, and the kernel G is continuous and positive in [a, b]× [a, b]. For
example, when G(s, t) is the Green kernel, the corresponding integral equation
is equivalent to the boundary value problem

u′′ = % u1+
1
n ,

u(a) = f(a), u(b) = f(b).

These type of problems have been considered in [3].
We consider F as follows

F : D ⊆ C[a, b]→ C[a, b], D = {u ∈ C[a, b] : u(s) ≥ 0, s ∈ [a, b]},

and

F (u)(s) = u(s)− f(s)− %
∫ b

a
G(s, t)u(t)1+

1
n dt. (5.1)

C[a, b] is equipped with the max–norm. The derivative F ′ is given by

F ′(u) v(s) = v(s)− %
(

1 +
1

n

)∫ b

a
G(s, t)u(t)

1
n v(t) dt, v ∈ D. (5.2)

First, note that F ′ does not satisfy a Lipschitz condition (3.23) in D. Let
us consider, for instance, [a, b] = [0, 1], G(s, t) = 1 and y(t) = 0. Then
F ′(y) v(s) = v(s), and

‖ F ′(x)− F ′(y) ‖= |%|
(

1 +
1

n

) ∫ 1

0
x(t)

1
n dt. (5.3)

We suppose that F ′ is a Lipschitz function, then

‖ F ′(x)− F ′(y) ‖≤ K ‖ x− y ‖ .
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Consequently, we obtain∫ 1

0
x(t)

1
n dt ≤ K

|%|
(
1 + 1

n

) max
x∈[0,1]

x(s), (5.4)

would hold for all x ∈ D. But this is not true. Consider, for example, the
functions

xj(t) =
t

j
, j ≥ 1, t ∈ [0, 1].

If these are substituted into (5.4), we obtain

1

j1/n
(
1 + 1

n

) ≤ K

j |%|
(
1 + 1

n

) ⇐⇒ j1−
1
n ≤ K

|%|
, ∀j ≥ 1.

This inequality is not true when j → ∞. Therefore, condition (3.23) fails in
this case. However, condition (4.28) holds. To show this, let x0(t) = f(t) and
Ξ = min

s∈[a,b]
f(s) > 0. Then, for v ∈ D,

‖ (F ′(x)− F ′(x0)) v ‖

= |%|
(

1 +
1

n

)
max
s∈[a,b]

∣∣∣∣∫ b

a
G(s, t)

(
x(t)

1
n − f(t)

1
n
)
v(t)dt

∣∣∣∣
≤ |%|

(
1 +

1

n

)
Υ ‖ v ‖,

where,

Υ = max
s∈[a,b]

∫ b

a

G(s, t) |x(t)− f(t)|
x(t)(n−1)/n + x(t)(n−2)/nf(t)1/n + · · ·+ f(t)(n−1)/n

dt.

Hence,

‖ F ′(x)− F ′(x0) ‖ ≤
|%|
(
1 + 1

n

)
Ξ(n−1)/n max

s∈[a,b]

∫ b

a
G(s, t) dt ‖ x− x0 ‖

= K0 ‖ x− x0 ‖,

where

K0 =
|%| (1 + 1

n)

Ξ(n−1)/n max
s∈[a,b]

∫ b

a
G(s, t) dt.

and (4.28) is satisfied.

We finally provide a numerical example to show how the parameters in
Theorem 4.4 can be computed.
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Example 5.2. Let X = Y = R2, x0 = (.495, .495)T , and D = U(x0,
7

8
).

Define function F on D by

F (x) = (ξ31 −
1

8
, ξ32 −

1

8
)T , x = (ξ1, ξ2)

T . (5.5)

Using hypotheses of Theorem 4.4, and Remark 4.5 (iv), we get

L = 5.595, η = .0050506751, ` = µ0 = µ1 = 0,

K = 90.0912, M = 0, δ = .90861451,

h = .22751069028 < .5.

That is, all hypotheses of Theorem 4.4 are satisfied. Hence, (NLM) starting
at x0 converges quadratically to x? = (.5, .5)T .

Conclusion

We exploited our new concept of recurrent functions, and new condition (3.2),
instead of Lipschitz condition (3.23) used in [17], in order to study a semilo-
cal convergence analysis for (NLM) and (GNLM) using outer or generalized
inverses in Banach spaces. This analysis has the following advantages over
the work in [17]: weaker sufficient convergence conditions (in particular in
some interesting cases (e.g., when G = 0)), and finer majorizing sequences.
Numerical examples further validating the results are also provided in this
study.
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