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#### Abstract

We use the penalty methods in order to study two constrained minimization problems in Hilbert spaces. A penalty function is said to have the exact penalty property if there is a penalty coefficient for which a solution of an unconstrained penalized problem is a solution of the corresponding constrained problem. We establish simple sufficient conditions for the exact penalty property.


## 1. Introduction and the main results

Penalty methods are an important and useful tool in constrained optimization. See, for example, [1], [2], [4]-[6], [8]-[13], [15]-[20] and the references mentioned there. In this paper we use the penalty approach in order to study two constrained nonconvex minimization problems with smooth cost functions. Note that classes of minimization problems with smooth objective functions and smooth constraints are considered in [3]. A penalty function is said to have the exact penalty property [1], [2], [8], [10] if there is a penalty coefficient for which a solution of an unconstrained penalized problem is a solution of the corresponding constrained problem. The notion of exact penalization was introduced in [9], [18]. For a review of the literature on exact penalization see [1], [2], [8]. We will establish simple sufficient conditions for the exact penalty property.

[^0]Let $(X,<\cdot, \cdot>)$ be a Hilbert space with the inner product $<\cdot, \cdot>$ and the norm $\|x\|=<x, x>^{1 / 2}, x \in X$. Let $U$ be a nonempty open subset of $X$. Denote by $C^{1}\left(U ; R^{1}\right)$ the set of all Frechet differentiable functions $f: U \rightarrow R^{1}$ such that the mapping $x \rightarrow f^{\prime}(x), x \in U$ is continuous. Here $f^{\prime}(x) \in X$ is a Frechet derivative of $f$ at $x \in U$.

Denote by $C^{2}\left(U ; R^{1}\right)$ the set of all Frechet differentiable functions $f \in$ $C^{1}\left(U ; R^{1}\right)$ such that the mapping $x \rightarrow f^{\prime}(x), x \in U$ is also Frechet differentiable and that the mapping $x \rightarrow f^{\prime \prime}(x), x \in U$ is continuous. Here $f^{\prime \prime}(x)$ is a Frechet second order derivative of $f$ at $x \in U$. It is a linear continuous self-mapping of $X$.

For each $x \in X$ and each $r>0$ set

$$
\begin{gathered}
B(x, r)=\{y \in X:\|x-y\| \leq r\}, B^{o}(x, r)=\{y \in X:\|x-y\|<r\} \\
B(r)=B(0, r), B^{o}(r)=B^{o}(0, r)
\end{gathered}
$$

For each function $h: X \rightarrow R^{1} \cup\{\infty\}$ and each $A \subset X$ put

$$
\inf (h)=\inf \{h(z): z \in X\} \quad \text { and } \quad \inf (h ; A)=\inf \{h(x): x \in A\}
$$

For each $x \in X$ and each $B \subset X$ set $d(x, B)=\inf \{\|x-y\|: y \in B\}$.
Let $g \in C^{2}\left(U ; R^{1}\right)$. A point $x \in U$ is called a critical point of $g$ if $g^{\prime}(x)=0$. Denote by $C r(g)$ the set of all critical points of $g$. A real number $c$ is a critical value of $g$ if there exists $x \in C r(g)$ such that $g(x)=c$. Denote by $\operatorname{Cr}(g,+)$ the set of all $x \in C r(g)$ such that

$$
<g^{\prime \prime}(x) u, u>\geq 0 \quad \text { for all } \quad u \in X
$$

and by $C r(g,-)$ the set of all $x \in C r(g)$ such that

$$
<g^{\prime \prime}(x) u, u>\leq 0 \quad \text { for all } \quad u \in X
$$

Let $g: X \rightarrow R^{1}$ be a continuous function, $c \in R^{1}$ be such that $g^{-1}(c) \neq \emptyset$ and let $f: X \rightarrow R^{1} \cup\{\infty\}$ be a lower semicontinuous function which is bounded from below and satisfies the growth condition

$$
\begin{equation*}
\lim _{\|x\| \rightarrow \infty} f(x)=\infty \tag{1.1}
\end{equation*}
$$

Clearly, $g^{-1}(c)$ is a closed subset of $(X,\|\cdot\|)$. We consider the constrained problems

$$
\begin{equation*}
f(x) \rightarrow \min \quad \text { subject to } \quad x \in g^{-1}(c) \tag{e}
\end{equation*}
$$

and

$$
\begin{equation*}
f(x) \rightarrow \min \quad \text { subject to } \quad x \in g^{-1}((-\infty, c]) \tag{i}
\end{equation*}
$$

We associate with these two problems the corresponding families of unconstrained minimization problems

$$
f(x)+\lambda|g(x)-c| \rightarrow \min , \quad x \in X
$$

and

$$
f(x)+\lambda \max \{g(x)-c, 0\} \rightarrow \min , \quad x \in X
$$

where $\lambda>0$.
In [19] we showed the existence of exact penalty for problems $\left(P_{i}\right)$ and $\left(P_{e}\right)$ with locally Lipschitzian functions $f$ and $g$. In [20] assuming that $g \in$ $C^{2}\left(X ; R^{1}\right), f \in C^{1}\left(X ; R^{1}\right)$ and that the mapping $f^{\prime}: X \rightarrow X$ is locally Lipschitzian we established that exact penalty exists for the problem $\left(P_{e}\right)$ if $g^{-1}(c) \cap(C r(g,+) \cup C r(g,-))=\emptyset$ and that exact penalty exists for the problem $\left(P_{i}\right)$ if $g^{-1}(c) \cap C r(g,+)=\emptyset$. In this paper we improve the results of [20]. It turns our that they remain in force if $g$ and $f$ are smooth only in small neighborhoods of minimizers of problems $\left(P_{e}\right)$ and $\left(P_{i}\right)$ respectively. (See assumptions (A2) and (A3) below).

In this paper we suppose that there exists $\gamma>0$ such that the following assumption holds.
(A1) For each $r>0$ the set $B(r) \cap g^{-1}([c-\gamma, c+\gamma])$ is compact.
Note that in [20] instead of (A1) we use a Palais-Smale type condition [14]. In this paper we also use the following two assumptions.
(A2) If $x \in g^{-1}(c)$ satisfies $f(x)=\inf \left(f ; g^{-1}(c)\right)$, then there exists $\Delta_{x}>0$ such that:
the restriction of $g$ to $B^{o}\left(x, \Delta_{x}\right)$ denoted by $\tilde{g}$ belongs to $C^{2}\left(B^{o}\left(x, \Delta_{x}\right) ; R^{1}\right)$ and $x \notin C r(\tilde{g}+) \cup C r(\tilde{g}-)$;
the restriction of $f$ to $B^{o}\left(x, \Delta_{x}\right)$ belongs to $C^{1}\left(B^{o}\left(x, \Delta_{x}\right) ; R^{1}\right)$ and is Lipschitz and the mapping $f^{\prime}: B^{o}\left(x, \Delta_{x}\right) \rightarrow X$ is locally Lipschitz.
(A3) If $x \in g^{-1}(c)$ satisfies $f(x)=\inf \left(f ; g^{-1}((-\infty, c])\right)$, then there exists $\Delta_{x}>0$ such that:
the restriction of $g$ to $B^{o}\left(x, \Delta_{x}\right)$ denoted by $\tilde{g}$ belongs to $C^{2}\left(B^{o}\left(x, \Delta_{x}\right) ; R^{1}\right)$ and $x \notin C r(\tilde{g}+)$;
the restriction of $f$ to $B^{o}\left(x, \Delta_{x}\right)$ belongs to $C^{1}\left(B^{o}\left(x, \Delta_{x}\right) ; R^{1}\right)$ and is Lipschitz and the mapping $f^{\prime}: B^{o}\left(x, \Delta_{x}\right) \rightarrow X$ is locally Lipschitz.

The next two theorems are the main results of the paper.
Theorem 1.1. Assume that (A2) holds and that $\inf \left(f ; g^{-1}(c)\right)<\infty$. Then there exists a positive number $\Lambda_{0}$ such that for each $\epsilon>0$ there exists $\delta \in(0, \epsilon)$ such that the following assertion holds:

If $\lambda \geq \Lambda_{0}$ and if $x \in X$ satisfies

$$
f(x)+\lambda|g(x)-c| \leq \inf \{f(z)+\lambda|g(z)-c|: z \in X\}+\delta
$$

then there exists $y \in g^{-1}(c)$ such that

$$
\|y-x\| \leq \epsilon \text { and } f(y) \leq \inf \left(f ; g^{-1}(c)\right)+\epsilon
$$

Theorem 1.2. Assume that (A3) holds and that $\inf \left(f ; g^{-1}((-\infty, c])\right)<\infty$. Then there is $\Lambda_{0}>0$ such that for each $\epsilon>0$ there exists $\delta \in(0, \epsilon)$ such that the following assertion holds:
If $\lambda \geq \Lambda_{0}$ and if $x \in X$ satisfies
$f(x)+\lambda \max \{g(x)-c, 0\} \leq \inf \{f(z)+\lambda \max \{g(z)-c, 0\}: z \in X\}+\delta$, then there exists $y \in g^{-1}((-\infty, c])$ such that

$$
\|y-x\| \leq \epsilon \text { and } f(y) \leq \inf \left(f ; g^{-1}((-\infty, c])\right)+\epsilon .
$$

Theorems 1.1 and 1.2 will be proved in Section 2. In this section we present several important results which easily follow from Theorems 1.1 and 1.2.

Theorems 1.1 and 1.2 imply the following result.
Theorem 1.3. 1. Assume that (A2) holds and that $\inf \left(f ; g^{-1}(c)\right)<\infty$. Then there exists $\Lambda_{0}>0$ such that for each $\lambda \geq \Lambda_{0}$ and each sequence $\left\{x_{i}\right\}_{i=1}^{\infty} \subset X$ which satisfies

$$
\lim _{i \rightarrow \infty}\left[f\left(x_{i}\right)+\lambda\left|g\left(x_{i}\right)-c\right|\right]=\inf \{f(z)+\lambda|g(z)-c|: z \in X\}
$$

there exists a sequence $\left\{y_{i}\right\}_{i=1}^{\infty} \subset g^{-1}(c)$ such that

$$
\lim _{i \rightarrow \infty} f\left(y_{i}\right)=\inf \left(f ; g^{-1}(c)\right) \text { and } \lim _{i \rightarrow \infty}\left\|y_{i}-x_{i}\right\|=0 .
$$

2. Assume that (A3) holds and that $\inf \left(f ; g^{-1}((-\infty, c])\right)<\infty$. Then there exists $\Lambda_{0}>0$ such that for each $\lambda \geq \Lambda_{0}$ and each sequence $\left\{x_{i}\right\}_{i=1}^{\infty} \subset X$ which satisfies

$$
\lim _{i \rightarrow \infty}\left[f\left(x_{i}\right)+\lambda \max \left\{g\left(x_{i}\right)-c, 0\right\}\right]=\inf \{f(z)+\lambda \max \{g(z)-c, 0\}: z \in X\}
$$

there exists a sequence $\left\{y_{i}\right\}_{i=1}^{\infty} \subset g^{-1}((-\infty, c])$ such that

$$
\lim _{i \rightarrow \infty} f\left(y_{i}\right)=\inf \left(f ; g^{-1}((-\infty, c])\right) \text { and } \lim _{i \rightarrow \infty}\left\|y_{i}-x_{i}\right\|=0
$$

The next result easily follows from Theorem 1.3.
Theorem 1.4. 1. Assume that (A2) holds and that $\inf \left(f ; g^{-1}(c)\right)<\infty$. Then there exists $\Lambda_{0}>0$ such that if $\lambda \geq \Lambda_{0}$ and if $x \in X$ satisfies

$$
f(x)+\lambda|g(x)-c|=\inf \{f(z)+\lambda|g(z)-c|: z \in X\},
$$

then $g(x)=c$ and $f(x)=\inf \left(f ; g^{-1}(c)\right)$.
2. Assume that (A3) holds and that $\inf \left(f ; g^{-1}((-\infty, c])\right)<\infty$. Then there exists $\Lambda_{0}>0$ such that if $\lambda \geq \Lambda_{0}$ and if $x \in X$ satisfies

$$
f(x)+\lambda \max \{g(x)-c, 0\}=\inf \{f(z)+\lambda \max \{g(z)-c, 0\}: z \in X\}
$$

then $g(x) \leq c$ and $f(x)=\inf \left(f ; g^{-1}((-\infty, c])\right)$.

Theorem 1.3 implies the following result.
Theorem 1.5. 1. Assume that (A2) holds and that $\bar{x} \in g^{-1}(c)$ satisfies the following conditions:

$$
f(\bar{x})=\inf \left(f ; g^{-1}(c)\right)<\infty
$$

any sequence $\left\{x_{n}\right\}_{n=1}^{\infty} \subset g^{-1}(c)$ which satisfies

$$
\lim _{n \rightarrow \infty} f\left(x_{n}\right)=\inf \left(f ; g^{-1}(c)\right)
$$

converges to $\bar{x}$ in the norm topology.
Then there exists $\Lambda_{0}>0$ such that for each $\lambda \geq \Lambda_{0}$ the point $\bar{x}$ is a unique solution of the minimization problem $f(z)+\lambda|g(z)-c| \rightarrow \min , z \in X$.
2. Assume that (A3) holds and that $\bar{x} \in g^{-1}((-\infty, c])$ satisfies the following conditions:

$$
f(\bar{x})=\inf \left(f ; g^{-1}((-\infty, c])\right)<\infty
$$

any sequence $\left\{x_{n}\right\}_{n=1}^{\infty} \subset g^{-1}((-\infty, c])$ which satisfies

$$
\lim _{n \rightarrow \infty} f\left(x_{n}\right)=\inf \left(f ; g^{-1}((-\infty, c])\right)
$$

converges to $\bar{x}$ in the norm topology.
Then there exists $\Lambda_{0}>0$ such that for each $\lambda \geq \Lambda_{0}$ the point $\bar{x}$ is a unique solution of the minimization problem $f(z)+\lambda \max \{g(z)-c, 0\} \rightarrow \min , z \in X$.

## 2. Proofs of Theorems 1.1 and 1.2

We prove Theorems 1.1 and 1.2 simultaneously. There exists $\bar{a}>0$ such that

$$
\begin{equation*}
f(x) \geq-\bar{a} \text { for all } x \in X \tag{2.1}
\end{equation*}
$$

Set $A=g^{-1}(c)$ in the case of Theorem 1.1 and $A=g^{-1}((-\infty, c])$ in the case of Theorem 1.2. Clearly $A$ is a nonempty closed subset of $(X,\|\cdot\|)$. For each $\lambda>0$ we define a function $\psi_{\lambda}: X \rightarrow R^{1} \cup\{\infty\}$ as follows:

$$
\begin{equation*}
\psi_{\lambda}(z)=f(z)+\lambda|g(z)-c|, z \in X \tag{2.2}
\end{equation*}
$$

in the case of Theorem 1.1 and

$$
\begin{equation*}
\psi_{\lambda}(z)=f(z)+\lambda \max \{g(z)-c, 0\}, z \in X \tag{2.3}
\end{equation*}
$$

in the case of Theorem 1.2. Clearly, the function $\psi_{\lambda}$ is lower semicontinuous for all $\lambda>0$.

We show that there is $\Lambda_{0}>0$ such that the following property holds:
(P1) For each $\epsilon>0$ there exists $\delta \in(0, \epsilon)$ such that for each $\lambda \geq \Lambda_{0}$ and each $x \in X$ which satisfies $\psi_{\lambda}(x) \leq \inf \left(\psi_{\lambda}\right)+\delta$ there is $y \in A$ for which $\|y-x\| \leq \epsilon$ and $\psi_{\lambda}(y) \leq \inf \left(\psi_{\lambda}\right)+\epsilon$.

It is not difficult to see that Theorems 1.1 and 1.2 follow from (P1).

Let us assume that there is no $\Lambda_{0}$ for which (P1) holds. Then for each natural number $k$ there exist

$$
\begin{equation*}
\epsilon_{k} \in(0,1), \lambda_{k} \geq k, x_{k} \in X \tag{2.4}
\end{equation*}
$$

such that

$$
\begin{gather*}
\psi_{\lambda_{k}}\left(x_{k}\right) \leq \inf \left(\psi_{\lambda_{k}}\right)+\left(8 k^{2}\right)^{-1} \epsilon_{k}^{2}  \tag{2.5}\\
\left\{z \in A \cap B\left(x_{k}, \epsilon_{k}\right): \psi_{\lambda_{k}}(z) \leq \inf \left(\psi_{\lambda_{k}}\right)+\epsilon_{k}\right\}=\emptyset \tag{2.6}
\end{gather*}
$$

Let $k$ be a natural number. Consider the function

$$
\begin{equation*}
\phi_{\lambda_{k}}(z)=\psi_{\lambda_{k}}(z)+\left(4 k^{2}\right)^{-1}\left\|z-x_{k}\right\|^{2}, z \in X \tag{2.7}
\end{equation*}
$$

Clearly, the function $\phi_{\lambda_{k}}$ is lower semicontinuous and bounded from below. By the variational principle of Deville-Godefroy-Zizler [7] there exist $h_{k} \in$ $C^{2}\left(X ; R^{1}\right)$ and $y_{k} \in X$ such that

$$
\begin{gather*}
\sup \left\{\left\|h_{k}(z)\right\|+\left\|h_{k}^{\prime}(z)\right\|+\left\|h_{k}^{\prime \prime}(z)\right\|: z \in X\right\} \leq 32^{-1} k^{-2} \epsilon_{k}^{2},  \tag{2.8}\\
\left(\phi_{\lambda_{k}}+h_{k}\right)(z)>\left(\phi_{\lambda_{k}}+h_{k}\right)\left(y_{k}\right) \quad \text { for all } z \in X \backslash\left\{y_{k}\right\} . \tag{2.9}
\end{gather*}
$$

We show that $\left\|x_{k}-y_{k}\right\|<\epsilon_{k}$. Let us assume the contrary. Then

$$
\begin{equation*}
\left\|y_{k}-x_{k}\right\| \geq \epsilon_{k} \tag{2.10}
\end{equation*}
$$

By (2.7) and (2.5),

$$
\begin{equation*}
\phi_{\lambda_{k}}\left(x_{k}\right)=\psi_{\lambda_{k}}\left(x_{k}\right) \leq \inf \left(\psi_{\lambda_{k}}\right)+\left(8 k^{2}\right)^{-1} \epsilon_{k}^{2} \tag{2.11}
\end{equation*}
$$

In view of (2.7), (2.10) and (2.5),

$$
\begin{aligned}
\phi_{\lambda_{k}}\left(y_{k}\right) & =\psi_{\lambda_{k}}\left(y_{k}\right)+\left(4 k^{2}\right)^{-1}\left\|y_{k}-x_{k}\right\|^{2} \geq \psi_{\lambda_{k}}\left(y_{k}\right)+\left(4 k^{2}\right)^{-1} \epsilon_{k}^{2} \\
& \geq \inf \left(\psi_{\lambda_{k}}\right)+\left(4 k^{2}\right)^{-1} \epsilon_{k}^{2} \geq \phi_{\lambda_{k}}\left(x_{k}\right)+\left(8 k^{2}\right)^{-1} \epsilon_{k}^{2}
\end{aligned}
$$

Combined with (2.8) this inequality implies that
$\left(\phi_{\lambda_{k}}+h_{k}\right)\left(y_{k}\right)-\left(\phi_{\lambda_{k}}+h_{k}\right)\left(x_{k}\right) \geq \phi_{\lambda_{k}}\left(y_{k}\right)-\phi_{\lambda_{k}}\left(x_{k}\right)-\left(16 k^{2}\right)^{-1} \epsilon_{k}^{2} \geq\left(16 k^{2}\right)^{-1} \epsilon_{k}^{2}$.
This inequality contradicts (2.9). The contradiction we have reached proves that

$$
\begin{equation*}
\left\|y_{k}-x_{k}\right\|<\epsilon_{k} . \tag{2.12}
\end{equation*}
$$

It follows from $(2.2),(2.3),(2.7),(2.8)$ and (2.9) that

$$
\begin{align*}
f\left(y_{k}\right) \leq \psi_{\lambda_{k}}\left(y_{k}\right) \leq \phi_{\lambda_{k}}\left(y_{k}\right) & \leq\left(\phi_{\lambda_{k}}+h_{k}\right)\left(y_{k}\right)+32^{-1} k^{-2} \epsilon_{k}^{2} \\
& \leq \phi_{\lambda_{k}}\left(x_{k}\right)+h_{k}\left(x_{k}\right)+\left(32 k^{2}\right)^{-1} \epsilon_{k}^{2} \\
& \leq \phi_{\lambda_{k}}\left(x_{k}\right)+\left(16 k^{2}\right)^{-1} \epsilon_{k}^{2}  \tag{2.13}\\
& =\psi_{\lambda_{k}}\left(x_{k}\right)+\left(16 k^{2}\right)^{-1} \epsilon_{k}^{2} \\
& \leq \inf \left(\psi_{\lambda_{k}}\right)+\left(4 k^{2}\right)^{-1} \epsilon_{k}^{2} .
\end{align*}
$$

By (2.12) and (2.6),

$$
\begin{equation*}
y_{k} \notin A . \tag{2.14}
\end{equation*}
$$

In view of (2.13), (2.2) and (2.3),

$$
\begin{equation*}
f\left(y_{k}\right) \leq 1+\inf \left(\psi_{\lambda_{k}} ; A\right)=\inf (f ; A)+1 \tag{2.15}
\end{equation*}
$$

This inequality and (1.1) imply that the sequence $\left\{y_{k}\right\}_{k=1}^{\infty}$ is bounded

$$
\begin{equation*}
\sup \left\{\left\|y_{k}\right\|: k=1,2, \ldots\right\}<\infty \tag{2.16}
\end{equation*}
$$

By (2.14) in the case of Theorem 1.2 we obtain that

$$
\begin{equation*}
g\left(y_{k}\right)>c \quad \text { for all natural numbers } k \tag{2.17}
\end{equation*}
$$

By (2.14) in the case of Theorem 1.1 we obtain that for each natural number $k$ either $g\left(y_{k}\right)>c$ or $g\left(y_{k}\right)<c$. In the case of Theorem 1.1 extracting a subsequence and re-indexing we may assume that either $g\left(y_{k}\right)>c$ for all natural numbers $k$ or

$$
\begin{equation*}
g\left(y_{k}\right)<c \quad \text { for all natural numbers } k \tag{2.18}
\end{equation*}
$$

Define a function $\tilde{g}$ and a real number $\tilde{c}$ as follows. In the case of Theorem 1.2 put $\tilde{g}=g, \tilde{c}=c$. In the case of Theorem 1.1, if (2.17) holds then set $\tilde{g}=g$ and $\tilde{c}=c$, and if (2.18) is valid then put $\tilde{g}=-g$ and $\tilde{c}=-c$. Note that in all these cases we have

$$
\begin{equation*}
\tilde{g}\left(y_{k}\right)>\tilde{c} \quad \text { for all natural numbers } k . \tag{2.19}
\end{equation*}
$$

Let $k$ be a natural number. It follows from (2.2), (2.3), the definition of $\tilde{g}$ and $\tilde{c},(2.19)$ and (2.13) that

$$
\begin{align*}
f\left(y_{k}\right)+\lambda_{k}\left(\tilde{g}\left(y_{k}\right)-\tilde{c}\right)=\psi_{\lambda_{k}}\left(y_{k}\right) & \leq \inf \left(\psi_{\lambda_{k}}\right)+1 \\
& \leq \inf \left(\psi_{\lambda_{k}} ; A\right)+1  \tag{2.20}\\
& \leq \inf (f ; A)+1
\end{align*}
$$

Together with (2.19) and (2.4) this relation implies that

$$
\begin{align*}
& 0<\tilde{g}\left(y_{k}\right)-\tilde{c} \leq \lambda_{k}^{-1}\left[\inf (f ; A)+1-\left(f\left(y_{k}\right)\right]\right.  \tag{2.21}\\
& \leq k^{-1}[\inf (f ; A)+1-\inf (f)] \rightarrow 0 \text { as } k \rightarrow \infty \\
& \lim _{k \rightarrow \infty} \tilde{g}\left(y_{k}\right)=\tilde{c} \tag{2.22}
\end{align*}
$$

In view of (2.22) and the definition of $\tilde{g}$ and $\tilde{c}$
$c-\gamma \leq g\left(y_{k}\right) \leq c+\gamma$ for all sufficiently large natural numbers $k$.
By (2.23), (2.16) and (A1) extracting a subsequence and re-indexing we may assume without loss of generality that there exists

$$
\begin{equation*}
y_{*}=\lim _{k \rightarrow \infty} y_{k} \quad \text { in the norm topology. } \tag{2.24}
\end{equation*}
$$

In view of (2.22) and (2.24)

$$
\begin{equation*}
g\left(y_{*}\right)=c \quad \text { and } \quad y_{*} \in A \tag{2.25}
\end{equation*}
$$

It follows from the lower semicontinuity of the function $f,(2.24),(2.13),(2.2)$ and (2.3) that

$$
\begin{aligned}
f\left(y_{*}\right)=\liminf _{k \rightarrow \infty} f\left(y_{k}\right) & \leq \limsup _{k \rightarrow \infty}\left[\inf \left(\psi_{\lambda_{k}}\right)+\left(4 k^{2}\right)^{-1} \epsilon_{k}^{2}\right] \\
& =\limsup _{k \rightarrow \infty} \inf \left(\psi_{\lambda_{k}}\right) \\
& \leq \limsup _{k \rightarrow \infty} \inf \left(\psi_{\lambda_{k}} ; A\right)=\inf (f ; A) .
\end{aligned}
$$

Together with (2.25) this relation implies that

$$
\begin{equation*}
f\left(y_{*}\right)=\inf (f ; A) . \tag{2.26}
\end{equation*}
$$

By (2.25), (2.26), (A2) and (A3) there exists $\bar{\Delta}>0$ such that the following property holds:
(i) the restriction of $g$ to $B^{o}\left(y_{*}, \bar{\Delta}\right)$ belongs to $C^{2}\left(B^{o}\left(y_{*}, \bar{\Delta}\right) ; R^{1}\right)$;
(ii) the restriction of $f$ to $B^{o}\left(y_{*}, \bar{\Delta}\right)$ belongs to $C^{2}\left(B^{o}\left(y_{*}, \bar{\Delta}\right) ; R^{1}\right)$ and it is Lipschitz;
(iii) the mapping $f^{\prime}: B^{o}\left(y_{*}, \bar{\Delta}\right) \rightarrow X$ is Lipschitz.
(iv) in the case of Theorem $1.1 y_{*} \notin C r(\tilde{g}+) \cup C r(\tilde{g}-)$ and in the case of Theorem $1.2 y_{*} \notin C r(\tilde{g}+)$.

Relation (2.24) implies that there is a natural number $k_{0}$ such that

$$
\begin{equation*}
\left\|y_{k}-y_{*}\right\| \leq \bar{\Delta} / 4 \quad \text { for all integers } \quad k \geq k_{0} . \tag{2.27}
\end{equation*}
$$

Let $k \geq k_{0}$ be a natural number. By (2.19) there is an open neighborhood $W$ of $y_{k}$ in $X$ with the norm topology such that

$$
\begin{equation*}
W \subset B^{o}\left(y_{k}, \bar{\Delta} / 4\right) \quad \text { and } \tilde{g}(z)>\tilde{c} \text { for all } z \in W . \tag{2.28}
\end{equation*}
$$

By (2.7), (2.18), (2.2) and (2.3) for each $z \in W$

$$
\begin{align*}
\left(\phi_{\lambda_{k}}+h_{k}\right)(z) & =\psi_{\lambda_{k}}(z)+\left(4 k^{2}\right)^{-1}\left\|z-x_{k}\right\|^{2}+h_{k}(z) \\
& =f(z)+\lambda_{k}(\tilde{g}(z)-\tilde{c})+\left(4 k^{2}\right)^{-1}\left\|z-x_{k}\right\|^{2}+h_{k}(z) . \tag{2.29}
\end{align*}
$$

It follows from (2.27)-(2.29) and the properties (i) and (ii) that the function $\phi_{\lambda_{k}}+h_{k}$ is Frechet differentiable on the set $W$. In view of (2.9) and (2.29)

$$
\begin{equation*}
0=\left(\phi_{\lambda_{k}}+h_{k}\right)^{\prime}\left(y_{k}\right)=f^{\prime}\left(y_{k}\right)+\lambda_{k} \tilde{g}^{\prime}\left(y_{k}\right)+\left(4 k^{2}\right)^{-1} 2\left(y_{k}-x_{k}\right)+h_{k}^{\prime}\left(y_{k}\right) . \tag{2.30}
\end{equation*}
$$

Together with (2.4), (2.12) and (2.8) this equality implies that

$$
\begin{align*}
\left\|\tilde{g}^{\prime}\left(y_{k}\right)\right\| & =\lambda_{k}^{-1}\left\|f^{\prime}\left(y_{k}\right)+\left(4 k^{2}\right)^{-1} 2\left(y_{k}-x_{k}\right)+h_{k}^{\prime}\left(y_{k}\right)\right\| \\
& \leq k^{-1}\left(\left\|f^{\prime}\left(y_{k}\right)\right\|+\epsilon_{k}+\left\|h_{k}^{\prime}\left(y_{k}\right)\right\|\right)  \tag{2.3}\\
& \leq k^{-1}\left(\left\|f^{\prime}\left(y_{k}\right)\right\|+2\right) .
\end{align*}
$$

Combined with (2.24) and the property (i) this relation implies that

$$
\begin{equation*}
\left\|g^{\prime}\left(y_{*}\right)\right\|=\lim _{k \rightarrow \infty}\left\|g^{\prime}\left(y_{k}\right)\right\|=\lim _{k \rightarrow \infty}\left\|\tilde{g}^{\prime}\left(y_{k}\right)\right\|=0 \text { and } g^{\prime}\left(y_{*}\right)=0 . \tag{2.32}
\end{equation*}
$$

By the property (iii) there exist $\bar{L}>0$ such that

$$
\begin{equation*}
\left\|f^{\prime}\left(z_{1}\right)-f^{\prime}\left(z_{2}\right)\right\| \leq \bar{L}\left\|z_{1}-z_{2}\right\| \quad \text { for each } \quad z_{1}, z_{2} \in B^{o}\left(y_{*}, \bar{\Delta}\right) \tag{2.33}
\end{equation*}
$$

Let $k \geq k_{0}$ be an integer. Since $h_{k} \in C^{2}\left(X ; R^{1}\right)$ and the restriction of $g$ to $B^{o}\left(y_{*}, \bar{\Delta}\right)$ belongs to $C^{2}\left(B^{o}\left(y_{*}, \bar{\Delta}\right) ; R^{1}\right)$ it follows from (2.19) and (2.27) that there exists a positive number

$$
\begin{equation*}
r_{k}<\min \left\{\epsilon_{k} / 2, \bar{\Delta} / 8\right\} \tag{2.34}
\end{equation*}
$$

such that

$$
\begin{array}{r}
\tilde{g}(z)>\tilde{c} \quad \text { for each } \quad z \in B\left(y_{k}, r_{k}\right) \\
\left\|h_{k}^{\prime \prime}\left(y_{k}\right)-h_{k}^{\prime \prime}\left(y_{k}+v\right)\right\| \leq k^{-2} \quad \text { for each } \quad v \in B\left(0, r_{k}\right), \\
\left\|g^{\prime \prime}\left(y_{k}+v\right)-g^{\prime \prime}\left(y_{k}\right)\right\| \leq k^{-2} \lambda_{k}^{-1} \quad \text { for each } \quad v \in B\left(0, r_{k}\right) \tag{2.37}
\end{array}
$$

By (2.7), (2.2), (2.3) and (2.35) for each $z \in B\left(y_{k}, r_{k}\right)$

$$
\begin{equation*}
\left(\phi_{\lambda_{k}}+h_{k}\right)(z)=f(z)+\lambda_{k}(\tilde{g}(z)-\tilde{c})+\left(4 k^{2}\right)^{-1}\left\|z-x_{k}\right\|^{2}+h_{k}(z) \tag{2.38}
\end{equation*}
$$

It follows from $(2.23),(2.27)$ and $(2.24)$ that for each $v \in B\left(0, r_{k}\right)$

$$
\begin{equation*}
\left\|f^{\prime}\left(y_{k}+v\right)-f^{\prime}\left(y_{k}\right)\right\| \leq \bar{L}\|v\| . \tag{2.39}
\end{equation*}
$$

By (2.12) and (2.16) that there exists $M>0$ such that

$$
\begin{equation*}
\left\|y_{k}\right\|,\left\|x_{k}\right\| \leq M \quad \text { for all integers } \quad k \geq 1 \tag{2.40}
\end{equation*}
$$

Let

$$
\begin{equation*}
u \in B\left(0, r_{k}\right) \backslash\{0\} . \tag{2.41}
\end{equation*}
$$

The inclusion $h_{k} \in C^{2}\left(X ; R^{1}\right)$ and Taylor theorem imply that there exists $t_{1} \in[0,1]$ such that

$$
\begin{equation*}
\left.h_{k}\left(y_{k}+u\right)=h_{k}\left(y_{k}\right)+<h_{k}^{\prime}\left(y_{k}\right), u\right)>+<h_{k}^{\prime \prime}\left(y_{k}+t_{1} u\right) u, u>/ 2 \tag{2.42}
\end{equation*}
$$

Since the restriction of $g$ to $B^{o}\left(y_{*}, \bar{\Delta}\right)$ belongs to $C^{2}\left(B^{o}\left(y_{*}, \bar{\Delta}\right) ; R^{1}\right)$ it follows from the Taylor theorem that there exists $t_{2} \in[0,1]$ such that

$$
\begin{equation*}
g\left(y_{k}+u\right)=g\left(y_{k}\right)+<g^{\prime}\left(y_{k}\right), u>+<g^{\prime \prime}\left(y_{k}+t_{2} u\right) u, u>/ 2 \tag{2.43}
\end{equation*}
$$

Since the restriction of $f$ to $B^{o}\left(y_{*}, \bar{\Delta}\right)$ belongs to $C^{1}\left(B^{o}\left(y_{*}, \bar{\Delta}\right) ; R^{1}\right)$ there exists $t_{3} \in[0,1]$ such that

$$
\begin{equation*}
f\left(y_{k}+u\right)=f\left(y_{k}\right)+<f^{\prime}\left(y_{k}+t_{3} u\right), u>. \tag{2.44}
\end{equation*}
$$

Relations (2.42), (2.36) and (2.41) imply that

$$
\begin{gather*}
\left|h_{k}\left(y_{k}+u\right)-h_{k}\left(y_{k}\right)-<h_{k}^{\prime}\left(y_{k}\right), u>-2^{-1}<h_{k}^{\prime \prime}\left(y_{k}\right) u, u>\right| \\
=2^{-1}\left|<\left(h_{k}^{\prime \prime}\left(y_{k}+t_{1} u\right)-h_{k}^{\prime \prime}\left(y_{k}\right)\right) u, u>\right| \leq k^{-2}\|u\|^{2} \tag{2.45}
\end{gather*}
$$

In view of (2.43), (2.37) and (2.41)

It follows from (2.44), (2.39) and (2.41) that

$$
\begin{align*}
\mid f\left(y_{k}+u\right) & -f\left(y_{k}\right)-<f^{\prime}\left(y_{k}\right), u>\mid \\
& =\left|<f^{\prime}\left(y_{k}+t_{3} u\right)-f^{\prime}\left(y_{k}\right), u>\right|  \tag{2.47}\\
& \leq\left\|f^{\prime}\left(y_{k}+t_{3} u\right)-f^{\prime}\left(y_{k}\right)\right\|\left\||u| \leq \bar{L} t_{3}\right\| u \|^{2} .
\end{align*}
$$

By (2.9), (2.41), (2.38), (2.47), (2.46), (2.45) and (2.4),

$$
\begin{align*}
0< & \left(\phi_{\lambda_{k}}+h_{k}\right)\left(y_{k}+u\right)-\left(\phi_{\lambda_{k}}+h_{k}\right)\left(y_{k}\right) \\
= & f\left(y_{k}+u\right)-f\left(y_{k}\right)+\lambda_{k}\left(\tilde{g}\left(y_{k}+u\right)-\tilde{g}\left(y_{k}\right)\right) \\
& +\left(4 k^{2}\right)^{-1}\left[\left\|y_{k}+u-x_{k}\right\|^{2}-\left\|y_{k}-x_{k}\right\|^{2}\right]+h_{k}\left(y_{k}+u\right)-h_{k}\left(y_{k}\right) \\
\leq & <f^{\prime}\left(y_{k}\right), u>+\bar{L}\|u\|^{2}+\lambda_{k}\left[<\tilde{g}^{\prime}\left(y_{k}\right), u>+<\tilde{g}^{\prime \prime}\left(y_{k}\right) u, u>2^{-1}\right]  \tag{2.48}\\
& +\|u\|^{2} k^{-2}+\left(4 k^{2}\right)^{-1}\left[\|u\|^{2}+2<y_{k}-x_{k}, u>\right]+<h_{k}^{\prime}\left(y_{k}\right), u> \\
& +2^{-1}<h_{k}^{\prime \prime}\left(y_{k}\right) u, u>+k^{-2}\|u\|^{2} .
\end{align*}
$$

Set

$$
\begin{align*}
F(u)= & <f^{\prime}\left(y_{k}\right), u>+\bar{L}\|u\|^{2}+\lambda_{k}\left[<\tilde{g}^{\prime}\left(y_{k}\right), u>\right. \\
& \left.+<\tilde{g}^{\prime \prime}\left(y_{k}\right) u, u>2^{-1}\right]+2\|u\|^{2} k^{-2} \\
& +\left(4 k^{2}\right)^{-1}\left[\|u\|^{2}+2<y_{k}-x_{k}, u>\right]  \tag{2.49}\\
& +<h_{k}^{\prime}\left(y_{k}\right), u>+2^{-1}<h_{k}^{\prime \prime}\left(y_{k}\right) u, u>, u \in X .
\end{align*}
$$

Clearly $F \in C^{2}\left(X ; R^{1}\right)$. It follows from (2.49) and (2.48) that

$$
F(u)>F(0) \text { for all } u \in B\left(0, r_{k}\right) \backslash\{0\} .
$$

The inequality above implies that

$$
\begin{equation*}
F^{\prime}(0)=0 \text { and }<F^{\prime \prime}(0) v, v>\geq 0 \text { for all } v \in X . \tag{2.50}
\end{equation*}
$$

Denote by $I$ the identity operator $I: X \rightarrow X$ such that $I x=x$ for all $x \in X$. By (2.49), (2.4) and (2.8)

$$
\begin{equation*}
F^{\prime \prime}(0)=2 \bar{L} I+\lambda_{k} \tilde{g}^{\prime \prime}\left(y_{k}\right)+(9 / 2) k^{-2} I+h_{k}^{\prime \prime}\left(y_{k}\right) . \tag{2.51}
\end{equation*}
$$

Relations (2.50) and (2.51) imply that for each $v \in X$

$$
\begin{aligned}
0 & \leq<\lambda_{k}^{-1} F^{\prime \prime}(0) v, v> \\
& =2 \bar{L} \lambda_{k}^{-1}\|v\|^{2}+<\tilde{g}^{\prime \prime}\left(y_{k}\right) v, v>+(9 / 2) k^{-2} \lambda_{k}^{-1}\|v\|^{2}+\lambda_{k}^{-1}<h_{k}^{\prime \prime}\left(y_{k}\right) v, v> \\
& \leq<\tilde{g}^{\prime \prime}\left(y_{k}\right) v, v>+2 \bar{L} k^{-1}\|v\|^{2}+(9 / 2) k^{-3}\|v\|^{2}+k^{-1}\left|<h_{k}^{\prime \prime}\left(y_{k}\right) v, v>\right| \\
& \leq<\tilde{g}^{\prime \prime}\left(y_{k}\right) v, v>+2 \bar{L} k^{-1}\|v\|^{2}+(9 / 2) k^{-3}\|v\|^{2}+k^{-3}\|v\|^{2} \\
& \rightarrow<\tilde{g}^{\prime \prime}\left(y_{*}\right) v, v>
\end{aligned}
$$

as $k \rightarrow \infty$. Thus

$$
\begin{equation*}
<\tilde{g}^{\prime \prime}\left(y_{*}\right) v, v>\geq 0 \quad \text { for all } \quad v \in X \tag{2.52}
\end{equation*}
$$

Combining (2.25), (2.26) and (2.32) we obtain

$$
\begin{equation*}
g\left(y_{*}\right)=c, g^{\prime}\left(y_{*}\right)=0, \quad f\left(y_{*}\right)=\inf (f ; A) \tag{2.53}
\end{equation*}
$$

In the case of Theorem 1.1 relations (2.52) and (2.53) contradict (A2). In the case of Theorem $1.2(2.52)$ and (2.53) contradict (A3). The contradiction we have reached proves that there exists $\Lambda_{0}>0$ such that property ( P 1 ) holds. This completes the proof of Theorems 1.1 and 1.2.
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